
Delay and Capacity Studies for Mobile Ad Hoc
Networks with Transmission-Group Based MAC

Protocol

by

Juntao Gao

A dissertation submitted in partial fulfillment
of the requirements for the degree of

Doctor of Philosophy
(The School of Systems Information Science)

in Future University Hakodate
March 2014



To my family

ii



ABSTRACT

Delay and Capacity Studies for Mobile Ad Hoc Networks with Transmission-Group
Based MAC Protocol

by

Juntao Gao

As an advanced wireless networking technology, mobile ad hoc networks (MANETs)

represent a class of self-configuring and infrastructureless networks with wireless mo-

bile nodes. As MANETs can be rapidly deployed, reconfigured and extended at low

cost, they are appealing for many critical application scenarios, like disaster relief,

emergency rescue, battle field communications, environment monitoring, etc.

To facilitate the application of MANETs in providing Quality of Service (QoS)

guaranteed services for the above scenarios, understanding the end-to-end delay per-

formance of these networks is of fundamental importance. Available works on end-to-

end delay in MANETs reported either its upper bounds, or its approximations, both

of which will introduce noticeable errors to end-to-end delay evaluations in these net-

works. However, the analytic end-to-end delay modeling for MANETs still remains

elusive, which significantly hinders the development and application of such networks.

To this end, this thesis devotes to the study on analytic end-to-end delay modeling

for MANETs, where the commonly used Transmission-Group Based MAC protocol

(MAC-TG) is adopted to address wireless channel access issues in these networks. Be-
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sides delay performance analysis for MAC-TG MANETs, we also provide the study

on their throughput capacity.

To analyze the overall end-to-end delay for MAC-TG MANETs, we first study

one part of it, i.e., the time a packet experiences in its source node (called source

delay hereafter). A powerful theoretical framework based on Quasi-Birth-and-Death

(QBD) theory is developed to capture source delay behaviors in highly dynamical

MANETs, with which we derive the cumulative distribution function as well as mean

and variance of the source delay. By extending the QBD-based theoretical framework,

we then study the end-to-end delay performance in the considered MANETs, where

a typical two-hop relay routing protocol is employed to deliver packets. Based on

the extended theoretical framework, we analytically model the expected end-to-end

delay. Extensive simulations are further provided to validate the efficiency of our

QBD-based models and end-to-end delay results.

Regarding the throughput capacity for the concerned MAC-TG MANETs, we

first determine a general throughput capacity upper bound for these networks, which

holds for any feasible packet routing algorithm in such networks. We then prove that

the upper bound we determined is just the exact throughput capacity for this class of

MANETs by showing that for any traffic input rate within the throughput capacity

upper bound, there exists a corresponding two-hop relay algorithm to stabilize such

networks. A closed-form upper bound on end-to-end delay is further derived for any

traffic input rate within the throughput capacity under the corresponding two-hop

relay algorithm. Finally, based on the exact network capacity result, we examine the

impacts of transmission range and node density upon network capacity.
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CHAPTER I

Introduction

In this chapter, we first introduce mobile ad hoc networks (MANETs) and their

critical role in communication networks. We then outline the open problems to be

resolved for these networks. Finally, we introduce the organization of this thesis.

1.1 Background of Mobile Ad Hoc Networks

As wireless networking techniques can connect mobile users, extend the distance

of cabling services and overcome connecting difficulties of conventional cabling net-

works, wireless networks have found a lot of applications in our daily life in the past

decades, such as the popular cellular data networks (GSM, WiMAX, 3G), local area

networks (Wi-Fi, Bluetooth), and satellite communications (GPS, television) [1, 2].

However, wireless networks rely heavily on centralized control systems to function,

like base stations and satellites, which are vulnerable to nature disasters and artificial

attacks. Motivated by this, a novel distributed wireless networking technique has

been proposed recently, termed as mobile ad hoc networks [3–5].

A mobile ad hoc network (MANET) as illustrated in Fig. 1.1 is a collection of

mobile node peers which could freely join, move around and leave the network. All

these nodes are connected by a wireless channel, through which they autonomously

exchange control and management information to form a network. In such a network,
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Figure 1.1: An example for a mobile ad hoc network.

nodes transmit their own data to as well as relay data from other node peers such

that they manage to deliver their data to destinations in a cooperative and distributed

way without the help from any pre-established infrastructures. In a MANET, data

typically goes through a multi-hop route of nodes to reach its destination, along which

once an intermediate node or more fail, the data could turn to an alternative node to

continue its delivery rather than terminates its delivery as in a centralized network.

Due to the distributed structure of MANETs, they possess many appealing fea-

tures:

• MANETs can be rapidly deployed. Since mobile devices that could function

as mobile nodes in a MANET are easy to access in our daily life, like portable

computers, mobile phones, PDAs, wireless sensors, etc., they can be easily col-

lected and a MANET could be quickly ready to set up. With plenty of mobile

devices, they could be rapidly deployed in many ways, like being scattered by a

plane, being distributed by animals or rivers, and being handed out by people.
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• MANETs can be quickly reconfigured. As mobile nodes in a MANET could

freely roam around over the whole network, once the network configuration is

changed in one or several nodes, the reconfigure-control information could be

quickly spread like a disease, i.e., whenever a node carrying such information

moves into the transmission range of another node who does not have a copy

of such information, they would immediately exchange the reconfigure-control

information.

• MANETs can be flexibly extended. First, all mobile nodes in a MANET could

easily join or leave the network due to mobility, which makes the network phys-

ically expandable. Second, the dynamic reconfigure process of the network

enables newly joined nodes to quickly function as a node peer, which makes the

network logically extendable.

• MANETs are highly robust to node failures. Since mobile nodes are connected

through wireless channel which instinctively has the broadcast feature, the on-

going data transmission could be overheard simultaneously by several nodes in

the broadcast region and thus one node failure in the region has no impact on

the data transmission. On the other hand, if all next-hop nodes fail, the data

could also be forwarded to other nodes when such an opportunity arises as the

data carrying node move around.

Thanks to these attractive features of MANETs, these networks hold great promises

for a lot of critical network application scenarios, such as tactical networks used for

military communications, sensor networks used for environment monitoring, emer-

gency rescue for disaster relief, entertainment, etc. MANETs are so promising that

they intrigue extensive attentions in either industries or academics, as evident from

several ongoing national-scale projects in the USA and Europe, see, for example [6,7].

In USA, DARPA has invested millions of dollars to fund a research group called
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IT-MANET to advance Information Theory for Mobile Ad Hoc Networks. The IT-

MANET group is composed of the most sophisticated researchers in networking tech-

niques from top universities, like MIT, Northwest, Stanford, UCLA, UC Davis and

USC.

1.2 Questions to Be Answered

To facilitate the application of MANETs, researchers have devoted enormous ef-

forts to investigating the performance limits of these networks, like delay [8–11],

capacity [12–16], energy [13, 17], of which network delay and capacity are two most

fundamental metrics. Network delay is the time it takes a packet to reach its des-

tination after it is generated at its source node. Network capacity is defined as the

maximum traffic input rate a MANET could stably support. Both network delay

and capacity performance analysis play crucial roles in the development of MANETs.

Network capacity provides not only an upper bound on the achievable throughput of

a network against which the performance of existing protocols could be compared,

but also a guideline for engineers and practitioners to improve network designs [5].

As for network delay, it serves as an essential performance metric for time sensitive

applications, like VoIP service, real-time broadcasting and online videos [18,19], based

on whose analysis delay guaranteed services could be provided.

However, the study of network delay and capacity in highly dynamic MANETs are

challenging. This is because their analysis involve complex cross-layer network dy-

namics (like those in physical layer, medium access control (MAC) layer and network

layer), which will significantly affect data delivery processes and thus the capacity and

delay performances in a compound and complicated way. Regarding the dynamics in

physical layer, they mainly result from the inherent complex physical characteristics

of MANETs, i.e., node mobility, channel fading and interference [15, 20–22]. Since

nodes in a MANET could freely roam around over the whole network, two nodes
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may meet together at some time and keep their contact for some time duration and

then move apart from each other randomly. As a result, mobility dynamics have

profound impact on higher layer performances as for whether two nodes are within

the transmission range of each other and thus connected to conduct data communi-

cation. Even if such connection between two nodes are established, there still exists

channel fading issues that may fail the already vulnerable data exchange process.

In wireless communications, channel fading comes from attenuation of transmission

medium, shadowing caused by obstacles and multipath fading, which can never be

ruled out. All these factors may make the transmitted data hardly decoded and thus

cause transmission failures. Besides node mobility and channel fading, interference

from other concurrent transmissions also plays an important role in disturbing the

ongoing data exchange process in the term of signal-to-noise-and-interference ratio.

Regarding the dynamics in MAC layer, they are mainly related to the wireless

channel access and interference avoidance issues [23]. In a MANET, data transmis-

sions are conducted through one common wireless channel for all mobile nodes and

thus one major issue is to handle how mobile peers access the common wireless chan-

nel in a fair and efficient way. As there is no pre-established infrastructure acting as

a central controller to coordinate all node transmissions, these mobile nodes have to

access the wireless channel in a distributed and possibly cooperative way. In that mat-

ter, all nodes will be blind to the situation of other transmissions, which may cause

collisions for an ongoing transmission node pairs if a neighboring node also decides to

transmit at the same time. On the other hand, the interference caused by simultane-

ous transmissions may also result in failures for the ongoing transmission. Thus, an

MAC protocol for MANETs should carefully deal with wireless channel access and

interference avoidance issues, and the resulting randomness from the corresponding

MAC protocols will impact higher layer data transmissions.

For the dynamics in network layer, traffic pattern, scheduling policy and routing
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protocol are involved. In a MANET, traffic pattern, derived from applications, defines

the mapping relationships between source nodes and destination nodes, such as uni-

cast (one source node sends data to a unique destination), multicast (one source node

sends data to several selected destinations) and broadcast (one source node sends

data to all possible destinations). Under different traffic patterns, the data packets

at one source node will create different traffic burdens on network. For any traffic

pattern, when multiple packets are present in one mobile node, they are first queued

up at that node and once the node accesses the wireless channel, the packets are then

scheduled to be transmitted to the next node according to some scheduling policy, like

First-In-First-Out, Last-In-First-Out [24], Max-Weight scheduling [25,26], etc. For a

scheduled packet, it is left for the routing protocol to decide which node it should be

handed over to. Obviously, all above factors of traffic pattern, scheduling policy and

routing protocol will affect the whole network delay and capacity performances.

Besides the complex dynamics in each layer, they are actually correlated and have

compound effects on network capacity and delay performances [27, 28]. All these

dynamics together make the analysis of network delay and capacity challenging. In

the past decades, delay analysis for MANETs mainly focused on asymptotic delay

analysis (order sense rather than analytic results on network delay). While asymp-

totic delay results only explore delay scaling trends as network size scales up, it is

helpless for engineers to refer to for delay guaranteed protocol design, which can be

done only under analytic delay results. On the other hand, network capacity results

have been known only for small networks such as two-node network (i.e., Shannon

capacity) and for large MANETs, asymptotic capacity (order sense rather than exact

results on capacity) were reported [12,14,29–31]. Exact network capacity for general

MANETs still remains elusive. This is mainly because there lacks powerful theoretical

frameworks that could efficiently captures those network dynamics.
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1.3 Thesis Organization

This thesis is devoted to analytic delay and capacity studies for MANETs. By

adopting the powerful Quasi-Birth-and-Death (QBD) theory and Lyapunov theory,

we show that the above cross-layer network dynamics could be nicely incorporated

into analytic delay and capacity analysis for MANETs. The rest of this thesis is

organized as follows:

Chapter II MANETs Preliminaries. This chapter introduces some prelimi-

naries regarding MANET physical layer models and MAC layer models involved in

our delay and capacity studies. We first introduce MANET physical layer models re-

garding what kind of network structure we consider (network model), how nodes move

in our considered MANET (node mobility model) and how two nodes conduct one-

hop communication (communication model). After establishing basic physical layer

models, we then introduce the MAC protocol which is adopted by mobile nodes in the

considered MANET to access wireless channel. Specifically, we employ the commonly

used Transmission-Group (TG) based MAC protocol (MAC-TG for short).

Chapter III Source Delay for MAC-TG MANETs. In this chapter, we

focus on the study of source delay which constitutes an essential part of end-to-end

delay and thus serves as a fundamental quantity for delay performance analysis in

networks. We first review the available works on partial delay studies, and then

introduce a general packet dispatching scheme with dispatch limit f (PD-f for short)

for source nodes to dispatch packets. We then apply the Quasi-Birth-and-Death

(QBD) theory to develop a theoretical framework to capture the complex packet

dispatching process in PD-f MANETs. With the help of the theoretical framework,

we derive the cumulative distribution function as well as mean and variance of the

source delay in such networks. Finally, extensive simulation and theoretical results

are provided to validate our source delay analysis and illustrate how source delay in

7



MANETs are related to network parameters, such as packet dispatch limit, buffer

size and packet dispatch probability.

Chapter IV End-to-End Delay for MAC-TG MANETs. In this chap-

ter, we study the fundamental end-to-end delay performance in MANETs. We first

summarize available works on end-to-end delay analysis in MANETs and point out

their limitations, and then introduce the traffic pattern under which we conduct our

end-to-end delay study. We then extend the QBD theory-based theoretical frame-

work in Chapter III to efficiently capture the complex dynamics in the considered

MANETs. We show that with the help of this theoretical framework, analytic results

can be derived for expected end-to-end delay and also per node throughput capacity

for MANETs. Simulation and numerical results are further provided to illustrate the

efficiency of these QBD theory-based models as well as our theoretical findings.

Chapter V Throughput Capacity for MAC-TG MANETs. In this chapter,

we analyze the throughput capacity for MAC-TG MANETs. First, related works on

throughput capacity analysis for MANETs are reviewed and their limitations are

outlined. We first introduce assumptions about the traffic pattern we consider for

throughput capacity study of MANETs. Starting with the condition of network

stability, we then determine a throughput upper bound for the network throughput in

the considered MAC-TG MANETs. Then, we prove that the determined throughput

upper bound is just the throughput capacity for the considered MANETs.

Chapter VI Conclusion. This chapter concludes the whole thesis, summarizing

the contributions made by this thesis towards analytic delay and capacity studies in

MANETs. We also discuss possible directions that merit future study.
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CHAPTER II

MANETs Preliminaries

In this chapter, we introduce the models of MANETs under which the delay

and capacity studies are conducted. We introduce first the basic network physical

layer models, regarding network structure, node mobility and node communication in

MANETs, and then the Transmission-Group Based Medium Access Control (MAC-

TG) Protocol for transmission scheduling to resolve wireless channel access and in-

terference issues in the concerned MANETs.

2.1 Physical Layer Models

2.1.1 Network Model

We consider a MANET of unit square area as illustrated in Fig. 2.1, in which there

are n nodes roaming around randomly and independently. All these nodes conduct

data transmission through one common wireless channel.

In such a square MANET, when a node arrives at its border, it can no longer move

forward along its moving direction. Such phenomenon is called border effect, which

will introduce more complexity for performance analysis while bringing less insight.

Thus, similar to previous works [11, 32, 33], we assume the square area in Fig. 2.1 to

be a torus, i.e., the square area being wrapped up with each border connecting to its
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Figure 2.1: An example for a MANET, in which mobile nodes are represented by
dots.

opposite border, such that a node could move seamlessly around the whole network

without borders.

To facilitate the operation of the torus MANET like node mobility and data

transmission, we discretize the network both in time and in space [11, 16, 32–36]. As

for time, it is divided into discrete time slots with equal duration, and for space, the

network area is partitioned into m × m square cells shown in Fig. 2.3 1. In such

a MANET with discretized time and space, all nodes move from time slot to time

slot and from cell to cell, and they contend for wireless channel based on time slots

also. The events happening in MANETs based on discrete time slots are illustrated

in Fig. 2.2. As indicated in [11, 16, 32–36], such discretized time and network area

could also ease theoretical performance analysis in MANETs.

1Notice that a discretized network serves as an approximation to the real continuous network,
and the approximation accuracy could be flexibly controlled by properly setting the length of time
slot durations and the size of square cells.
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Mobility Data Transmission

Figure 2.2: Illustration of events happening in a MANET.

Figure 2.3: Illustration of the partition for a MANET.

2.1.2 Mobility Model

In the discrete MANET, we assume all nodes move following the Independent and

Identically Distributed (i.i.d.) mobility model, which has been widely adopted in the

literature [15, 16, 35–38]. According to the i.i.d. mobility model, every node moves

independently from others, and at the beginning of every time slot, each node first

chooses a cell randomly and uniformly from all cells in the network as its destination

cell, and then moves into that chosen cell and stays in it for the whole time slot. Under

such i.i.d. mobility model, all nodes change their cell positions drastically from time

slot to time slot, resulting in uniform distribution of nodes in the network every time

slot. Such network topology changes under i.i.d. mobility model represent the sample

11



S

Figure 2.4: Transmission range of a node in a MANET.

points of any long-run network topology changes under other mobility models with

the same uniform distribution. Thus, the analysis conducted under i.i.d. mobility

model serves as a meaningful performance bound for other mobility models [16].

2.1.3 Communication Model

In a time slot, after nodes move according to the i.i.d. mobility model, they will

conduct data transmissions through one common wireless channel. We assume that

all nodes transmit data through one common wireless channel, and each node (say S

in Fig. 2.4) employs the same transmission range r =
√

8/m to cover 9 cells, including

S’s current cell and its 8 neighboring cells.

It is notable that multiple nodes may transmit data simultaneously in the current

time slot, which may cause mutual interference and thus transmission interruption. To

account for mutual interference and interruption among concurrent transmissions, the

commonly used protocol model is adopted here as illustrated in Fig. 2.5 [12,32,36,39].

12
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Figure 2.5: Protocol model in a MANET.

According to the protocol model, node i could successfully transmit to another

node j if and only if dij ≤ r, where r denotes the common transmission range employed

by nodes, and for another simultaneously transmitting node k 6= i, j, dkj ≥ (1+∆) ·r,
where dij denotes the Euclidean distance between node i and node j and ∆ ≥ 0 is the

guard factor to prevent interference. In a time slot, the data that can be transmitted

during a successful transmission is normalized to one packet.

2.2 MAC Layer Models

In a time slot, we adopt a commonly used MAC protocol to address wireless

medium access issue in the considered MANET, which is based on the concept of

Transmission-Group (MAC-TG for short) [32, 33,36,39].

2.2.1 TG Definition

As illustrated in Fig. 2.6 that a Transmission-Group (TG) consists of a group of

cells with any two of them being separated by a horizontal and vertical distance of

some integer multiple of α (1 ≤ α ≤ m) cells. In Fig. 2.6, each TG is labeled with

a unique number and all shaded cells belong to the same TG 1. The whole network

13
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Figure 2.6: Illustration of MAC-TG protocol.

cells are then divided into α2 TGs and each TG consists of K = bm2/α2c cells, where

b·c is the floor function.

2.2.2 MAC-TG Operations

Under the MAC-TG protocol, TGs are activated alternatively from time slot to

time slot, i.e., each TG is activated every α2 time slots to schedule data transmissions.

We call cells in an activated TG as active cells, and only a node in an active cell could

access the wireless channel and do packet transmission. If there are multiple nodes

in an active cell, one of them is selected randomly to have a fair access to wireless

channel.

To avoid interference among concurrent transmissions under the MAC-TG proto-

col, the parameter α should be set properly. Suppose a node (say S in Fig. 2.6) in

an active cell is transmitting to node R at the current time slot, and another node

W in one adjacent active cell is also transmitting simultaneously. As required by

14



the protocol model, the distance dWR between W and R should satisfy the following

condition to guarantee successful transmission from S to R,

dWR ≥ (1 + ∆) · r (2.1)

Notice that dWR ≥ (α− 2)/m, we have

(α− 2)/m ≥ (1 + ∆) · r (2.2)

Since α ≤ m and r =
√

8/m, α should be set as

α = min{d(1 + ∆) ·
√

8 + 2e, m}, (2.3)

where the function dxe returns the least integer value greater than or equal to x.

Remark 1 It is notable that the Transmission-Group based scheduling scheme has

been widely adopted for distributed MANETs [32, 33, 35, 39], whose implementation

involves acquiring the information of what time slot it is currently and which cell

a node stays within at that time slot. Such information could be obtained by each

node through the Global Positioning System (GPS), which provides accurate time and

location information [40] and thus facilitates the operation of distributed MANETs

[3, 41]. With the help of GPS, the group-based scheduling can be easily implemented

as follows. Based on GPS, we know the current time slot t and thus can easily

determine the index of current active group as | t |α2 + 1, where | · |h denotes the

modulus-h operation and α2 is just the number of groups in a MANET. With the

active group index, a node can then tell whether it stays within an active cell at

current time slot t based on its cell location information from GPS. If the node is in

an active cell, then it has opportunities to transmit data.
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2.3 Summary

In this chapter, we establish the essential MANET models for the following delay

and capacity performance analysis. The models include physical layer models and

MAC layer model. For physical layer, we introduce the network structures regarding

time and space, node mobility model and communication model. For MAC layer, we

introduce the TG based MAC protocol to address channel access issues.
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CHAPTER III

Source Delay for MAC-TG MANETs

Source delay, the time a packet experiences in its source node, is an indispensable

behavior in any network. Since the source delay is a delay quantity common to

all MANETs, it serves as a fundamental quantity for delay performance analysis

in MANETs. For MANETs without packet redundancy [15, 16] and with one-time

broadcast based packet redundancy [42], the source delay actually serves as a practical

lower bound for and thus constitutes an essential part of overall end-to-end delay in

those networks. The source delay is also an indicator of packet lifetime, i.e., the

maximum time a packet could stay in a network; in particular, it lower bounds the

lifetime of a packet and thus serves as a crucial performance metric for MANETs with

packet lifetime constraint. We conduct a thorough source delay study in this chaper.

3.1 Related Works and Their Limitations

The available works on partial delay study (with respect to overall end-to-end

delay) in MANETs mainly focus on the delivery delay analysis [8,36,43–48] and local

delay analysis [49–51].

The delivery delay, defined as the time it takes a packet to reach its destination

after its source starts to deliver it, has been extensively studied in the literature.

For sparse MANETs without channel contentions, the Laplace-Stieltjes transform of
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delivery delay was studied in [8]; later, by imposing lifetime constraints on packets,

the cumulative distribution function and n-th order moment of delivery delay were

examined in [43,47]; the delivery delay was also studied in [44,45,48] under different

assumptions on inter-meeting time among mobile nodes. For more general MANETs

with channel contentions, closed-form results on mean and variance of delivery delay

were recently reported in [36].

Regarding the local delay, i.e. the time it takes a node to successfully transmit

a packet to its next-hop receiver, it was reported in [49] that some MANETs may

suffer from a large and even infinite local delay. The work [50] indicates that the

power control serves as a very efficient approach to ensuring a finite local delay in

MANETs. It was further reported in [51] that by properly exploiting node mobility

in MANETs it is possible for us to reduce local delay there. Despite much research

activity on delay performance analysis in MANETs, the source delay performance of

such networks is still largely unknown by now.

3.2 System Assumptions

In a MAC-TG MANET, we further introduce the following assumptions for our

source delay study, including traffic pattern regarding packet generating in the net-

work and a packet dispatch scheme for source nodes to dispatch generated packets.

3.2.1 Traffic Pattern

We consider the widely adopted permutation traffic model [32,36,38], where there

are n distinct traffic flows in the network as illustrated in Fig. 3.1. Under such traffic

model, each node acts as the source of one traffic flow and at the same time the

destination of another traffic flow. The packet generating process in each source node

is assumed to be a Bernoulli process, where a packet is generated by its source node

with probability λ in a time slot [16].
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Figure 3.1: An example for permutation traffic in a MANET with 4 nodes.

We assume that each source node has a first-come-first-serve queue (called source-

queue hereafter) with limited buffer size M > 0 to store its locally generated packets.

Each locally generated packet in a source node will be inserted into the end of its

source-queue if the queue is not full, and dropped otherwise.

3.2.2 Packet Dispatch Scheme

In a MAC-TG MANET, once a node (say S) got access to the wireless channel

according to the MAC-TG protocol in a time slot, it then executes a general packet

dispatch scheme with dispatch limit f (PD-f for short) summarized in Algorithm 1

for packets dispatch, where a same packet will be dispatched out up to f times by its

source node such that packet dispatching process can be flexibly controlled through

a proper setting of f .

Remark 2 The PD-f scheme is general and covers many widely used packet dis-

patching schemes as special cases, like the ones without packet redundancy [15,16,34]

when f = 1 and only unicast transmission is allowed, the ones with controllable packet

redundancy [35,36,44] when f > 1 and only unicast transmission is allowed, and the

ones with uncontrollable packet redundancy [42, 52] when f ≥ 1 and broadcast trans-

mission is allowed.
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Algorithm 1 PD-f scheme

1: if S has packets in its source-queue then
2: S checks whether its destination D is within its transmission range;
3: if D is within its transmission range then
4: S transmits the head-of-line (HoL) packet in its source-queue to D; {source-

destination transmission}
5: S removes the HoL packet from its source-queue;
6: S moves ahead the remaining packets in its source-queue;
7: else
8: With probability q (0 < q < 1), S dispatches the HoL packet;
9: if S conducts packet dispatch then

10: S dispatches the HoL packet for one time; {packet-dispatch transmission}
11: if S has already dispatched the HoL packet for f times then
12: S removes the HoL packet from its source-queue;
13: S moves ahead the remaining packets in its source-queue;
14: end if
15: end if
16: end if
17: else
18: S remains idle;
19: end if

3.3 Source Delay Modeling

In this section, a QBD-based theoretical framework is developed to capture the

packet dispatching process in a MAC-TG MANET with PD-f scheme (PD-f MANET

for short). This framework will help us to analyze source delay in Section 3.4.

3.3.1 QBD-Based Theoretical Framework

Due to the symmetry of source nodes, we only focus on a source node S in our

analysis. We adopt a two-tuple X(t) = (L(t), J(t)) to define the state of the source-

queue in S at time slot t, where L(t) denotes the number of packets in the source-queue

at slot t and J(t) denotes the number of packet dispatches that have been conducted

for the current head-of-line packet by slot t, here 0 ≤ L(t) ≤ M , 0 ≤ J(t) ≤ f − 1

when 1 ≤ L(t) ≤ M , and J(t) = 0 when L(t) = 0.

Suppose that the source-queue in S is at state (l, j) in the current time slot, all
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the possible state transitions that may happen at the next time slot are summarized

in Fig. 3.2, where

• I0(t) is an indicator function, taking value of 1 if S conducts source-destination

transmission in the current time slot, and taking value of 0 otherwise;

• I1(t) is an indicator function, taking value of 1 if S conducts packet-dispatch

transmission in the current time slot, and taking value of 0 otherwise;

• I2(t) is an indicator function, taking value of 1 if S conducts neither source-

destination nor packet-dispatch transmission in the current time slot, and taking

value of 0 otherwise;

• I3(t) is indicator function, taking value of 1 if S locally generates a packet in

the current time slot, and taking value of 0 otherwise.

From Fig. 3.2 we can see that as time evolves, the state transitions of the source-

queue in S form a two-dimensional QBD process [53]

{X(t), t = 0, 1, 2, · · · }, (3.1)

on state space

{{(0, 0)} ∪ {(l, j)}; 1 ≤ l ≤ M, 0 ≤ j ≤ f − 1
}
. (3.2)

Based on the transition scenarios in Fig. 3.2, the overall transition diagram of above

QBD process is illustrated in Fig. 3.3.

Remark 3 The QBD framework is powerful in the sense it enables main network

dynamics to be captured, like the dynamics involved in the packet generating process

and these involved in the source-destination and packet-dispatch transmissions (i.e.,

node mobility, medium contention, interference and packet transmitting).
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3.3.2 Transition Matrix and Some Basic Results

As shown in Fig. 3.3 that there are in total 1 + M · f two-tuple states for the

source-queue in S. To construct the transition matrix of the QBD process, we ar-

range all these 1 + M · f states in a left-to-right and top-to-down way as follows:

{(0, 0), (1, 0), (1, 1), · · · , (1, f−1), (2, 0), (2, 1), · · · , (2, f−1), · · · , (M, 0), · · · , (M, f−
1)}. Under such state arrangement, the corresponding state transition matrix P of

the QBD process can be determined as

P =




B1 B0

B2 A1 A0

A2
. . . . . .

. . . A1 A0

A2 AM




, (3.3)

where the corresponding sub-matrices in matrix P are defined as follows:

• B0: a matrix of size 1 × f , denoting the transition probabilities from (0, 0) to

(1, j), 0 ≤ j ≤ f − 1.

• B1: a matrix of size 1 × 1, denoting the transition probability from (0, 0) to

(0, 0).

• B2: a matrix of size f × 1, denoting the transition probabilities from (1, j) to

(0, 0), 0 ≤ j ≤ f − 1.

• A0: a matrix of size f × f , denoting the transition probabilities from (l, j) to

(l + 1, j′), 1 ≤ l ≤ M − 1, 0 ≤ j, j′ ≤ f − 1.

• A1: a matrix of size f × f , denoting the transition probabilities from (l, j) to

(l, j′), 1 ≤ l ≤ M − 1, 0 ≤ j, j′ ≤ f − 1.
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• A2: a matrix of size f × f , denoting the transition probabilities from (l, j) to

(l − 1, j′), 2 ≤ l ≤ M, 0 ≤ j, j′ ≤ f − 1.

• AM: a matrix of size f × f , denoting the transition probabilities from (M, j)

to (M, j′), 0 ≤ j, j′ ≤ f − 1.

Some basic probabilities involved in the above sub-matrices are summarized in

the following Lemma.

Lemma 1 For a given time slot, let p0 be the probability that S conducts a source-

destination transmission, let p1 be the probability that S conducts a packet-dispatch

transmission, and let p2 be the probability that S conducts neither source-destination

nor packet-dispatch transmission. Then, we have

p0 =
1

α2

{
9n−m2

n(n− 1)
−

(
m2 − 1

m2

)n−1
8n + 1−m2

n(n− 1)

}
, (3.4)

p1 =
q(m2 − 9)

α2(n− 1)

{
1−

(
m2 − 1

m2

)n−1}
, (3.5)

p2 = 1− p0 − p1. (3.6)

Proof 1 The proof is given in Appendix A.1.

3.4 Source Delay Analysis

Based on the QBD-based theoretical framework developed above, this section

conducts analysis on the source delay defined as follow.

Definition 1 In a PD-f MANET, the source delay U of a packet is defined as the

time the packet experiences in its source-queue after it is inserted into the source-

queue.
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To analyze the source delay, we first examine the steady state distribution of the

source-queue, based on which we then derive the CDF and mean/variance of the

source delay.

3.4.1 State Distribution of Source-Queue

We adopt a row vector π∗
ω = [π∗ω,0 π∗

ω,1 · · ·π∗
ω,M ] of size 1 + M · f to denote the

steady state distribution of the source-queue, here π∗ω,0 is a scalar value representing

the probability that the source-queue is in the state (0, 0), while π∗
ω,l = (π∗ω,l,j)1×f is

a sub-vector with π∗ω,l,j being the probability that the source-queue is in state (l, j),

1 ≤ l ≤ M, 0 ≤ j ≤ f − 1.

For the analysis of source delay, we further define a row vector π∗
Ω = [π∗Ω,0 π∗

Ω,1 · · ·π∗
Ω,M ]

of size 1+M ·f to denote the conditional steady state distribution of the source-queue

under the condition that a new packet has just been inserted into the source-queue,

here π∗Ω,0 is a scalar value representing the probability that the source-queue is in the

state (0, 0) under the above condition, while π∗
Ω,l = (π∗Ω,l,j)1×f is a sub-vector with

π∗Ω,l,j being the probability that the source-queue is in state (l, j) under the above

condition, 1 ≤ l ≤ M, 0 ≤ j ≤ f − 1. Regarding the evaluation of π∗
Ω, we have the

following lemma.

Lemma 2 In a PD-f MANET, its conditional steady source-queue state distribution

π∗
Ω is given by

π∗
Ω =

π∗
ωP2

λπ∗
ωP11

, (3.7)

where 1 is a column vector with all elements being 1. The matrix P1 in (3.7) is

determined based on (3.3) by setting the corresponding sub-matrices as follows:
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For M = 1,

B0 = 0, (3.8)

B1 = [1], (3.9)

B2 = c, (3.10)

AM = 0. (3.11)

For M ≥ 2,

B0 = 0, (3.12)

B1 = [1], (3.13)

B2 = c, (3.14)

A0 = 0, (3.15)

A1 = Q, (3.16)

A2 = c · r, (3.17)

AM = 0. (3.18)

where 0 is a matrix of proper size with all elements being 0,

c =[p0 · · · p0 p0 + p1]
T , (3.19)

r =[1 0 · · · 0], (3.20)

Q =




p2 p1

p2 p1

. . . . . .

p2 p1

p2




. (3.21)
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The matrix P2 in (3.7) is also determined based on (3.3) by setting the corre-

sponding sub-matrices as follows:

For M = 1,

B0 = [λ 0 · · · 0], (3.22)

B1 = [0], (3.23)

B2 = 0, (3.24)

AM = λc · r. (3.25)

For M ≥ 2,

B0 = [λ 0 · · · 0], (3.26)

B1 = [0], (3.27)

B2 = 0, (3.28)

A0 = λQ, (3.29)

A1 = λc · r, (3.30)

A2 = 0, (3.31)

AM = λc · r. (3.32)

Proof 2 See Appendix A.2 for the proof.

The result in (3.7) indicates that for the evaluation of π∗
Ω, we still need to deter-

mine the steady state distribution π∗
ω of the source-queue.

Lemma 3 In a PD-f MANET, its steady state distribution π∗
ω of the source-queue

is determined as follows:
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For M = 1,

π∗ω,0 = π∗ω,0B1 + π∗
ω,1B2, (3.33)

π∗
ω,1 = π∗ω,0B0 + π∗

ω,1AM, (3.34)

π∗
ω · 1 = 1. (3.35)

For M = 2,

π∗ω,0 = π∗ω,0B1 + π∗
ω,1B2, (3.36)

π∗
ω,1 = π∗ω,0B0 + π∗

ω,1A1 + π∗
ω,2A2, (3.37)

π∗
ω,2 = π∗

ω,1A0 + π∗
ω,2AM, (3.38)

π∗
ω · 1 = 1. (3.39)

For M ≥ 3,

[π∗ω,0,π
∗
ω,1] = [π∗ω,0,π

∗
ω,1]




B1 B0

B2 A1 + RA2


 , (3.40)

π∗
ω,i = π∗

ω,1R
i−1, 2 ≤ i ≤ M − 1, (3.41)

π∗
ω,M = π∗

ω,1R
M−2RM, (3.42)

π∗
ω · 1 = 1, (3.43)
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where

B0 = [λ 0 · · · 0], (3.44)

B1 = [1− λ], (3.45)

B2 = (1− λ)c, (3.46)

A0 = λQ, (3.47)

A1 = (1− λ)Q + λc · r, (3.48)

A2 = (1− λ)c · r, (3.49)

AM = A1 + A0, (3.50)

R = A0[I−A1 −A0 · 1 · r]−1, (3.51)

RM = A0[I−AM]−1, (3.52)

here c, r and Q are given in (3.19), (3.20) and (3.21), respectively; I is an identity

matrix of size f × f , and 1 is a column vector of proper size with all elements being

1.

Proof 3 See Appendix A.3 for the proof.

3.4.2 CDF, Mean and Variance of Source Delay

Based on the conditional steady state distribution π∗
Ω of the source-queue, we are

now ready to derive the CDF as well as mean and variance of the source delay, as

summarized in the following theorem.

Theorem III.1 In a PD-f MANET, the probability mass function Pr{U = u}, CDF
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Pr{U ≤ u}, mean U and variance σ2
U of the source delay U of a packet are given by

Pr{U = u} = π−
ΩTu−1c+, u ≥ 1, (3.53)

Pr{U ≤ u} = 1− π−
ΩTu1, u ≥ 0, (3.54)

U = π−
Ω(I−T)−2c+, (3.55)

σ2
U = π−

Ω(I + T)(I−T)−3c+ − U
2
, (3.56)

where π−
Ω = [π∗

Ω,1 π∗
Ω,2 · · ·π∗

Ω,M ] is a sub vector of π∗
Ω, c+ is a column vector of size

M · f and T is a matrix of size (M · f)× (M · f) determined as follows:

For M = 1,

c+ = c, (3.57)

T = Q. (3.58)

For M ≥ 2,

c+ = [c 0 · · · 0]T , (3.59)

T =




A1 A0

A2 A1 A0

. . . . . . . . .

A2 A1 A0

A2 AM




, (3.60)

where
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A0 = 0, (3.61)

A1 = Q, (3.62)

A2 = c · r, (3.63)

AM = Q, (3.64)

here c, r and Q are given in (3.19), (3.20) and (3.21), respectively, and 0 is a matrix

of proper size with all elements being 0.

Proof 4 See Appendix A.4 for the proof.

3.5 Numerical Results

In this section, we first provide simulation results to validate the efficiency of our

QBD-based theoretical framework and source delay models, and then illustrate how

source delay in a PD-f MANET is related to network parameters.

3.5.1 Source Delay Validation

To validate the theoretical framework and source delay models, a customized C++

simulator was developed to simulate the packet generating and dispatching processes

in PD-f MANETs [54], in which network parameters, such as the number of net-

work nodes n, network partition parameter m, source-queue buffer size M , packet

dispatch limit f , packet dispatch probability q and packet generating probability λ,

can be flexibly adjusted to simulate source delay performance under various network

scenarios. Based on the simulator, extensive simulations have been conducted to

validate our our QBD-based source delay models. For three typical network scenar-

ios of n = 100 (small network), n = 200 (medium network) and n = 400 (large
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network) with m = 8, M = 7, f = 2, q = 0.4 and λ = 0.001, the corresponding simu-

lation/theoretical results on the CDFs of source delay are summarized in Fig. 3.4.

We can see from Fig. 3.4 that for all three network scenarios considered here, the

theoretical results on the CDF of source delay match nicely with the corresponding

simulated ones, indicating that our QBD-based theoretical framework is highly effi-

cient in modeling the source delay behaviors of PD-f MANETs. We can also see from

Fig. 3.4 that the source delay in a small network (e.g. n = 100 here) is very likely

smaller than that of a large network (e.g. n = 200 or n = 400 here). This is because

that for a given network area and a fixed partition parameter m, as network size in

terms of n decreases the channel contention becomes less severe and thus each source

node has more chances to conduct packet dispatch, leading to a shorter source delay

one packet experiences in its source node.

3.5.2 Source Delay Performance Illustration

With our QBD-based theoretical framework, we then illustrate how source delay

performance, in terms of its mean U and standard deviation σU =
√

σ2
U , is related

to some main network parameters like packet generating probability λ, source-queue

buffer size M , packet dispatch limit f and packet dispatch probability q.

We first illustrate in Figs. 3.5 how U and σU vary with λ and M for a network

scenario of n = 200,m = 16, q = 0.6 and f = 3. We see from Fig. 3.5a that for any

given M , U first increases as λ increases until λ reaches some threshold value and

then U remains almost a constant as λ increases further beyond that threshold. On

the other hand, for a given λ ∈ [0.0005, 0.002], as M increases U first increases and

then remains constant, while for a given λ ∈ [0.002, 0.01], U always increases as M

increases. Regarding the standard deviation σU of source delay, we see from Fig. 3.5b

that for given M , as λ increases from 0.0005 to 0.01 σU first increases sharply to a peak

value, then decreases sharply, and finally converges to a constant. It is interesting to
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see that the peak values of σU under different settings of M are all achieved at the

same λ = 0.0025. The results in Fig. 3.5b further indicate that for fixed λ, as M

increases σU always first increases and then gradually converges to a constant.

We then illustrate in Figs. 3.6 how U and σU vary with packet dispatch parameters

q and f under the network scenario of n = 300,m = 16,M = 7 and λ = 0.002. From

Fig. 3.6a and Fig. 3.6b we can see that although both U and σU always decrease as q

increases for a fixed f , their variations with q change dramatically with the setting of

f . On the other hand, for a given q ∈ [0.05, 0.2], as f increases both U and σU first

increase and then tend to a constant, while for a given q ∈ [0.2, , 1.0], both U and σU

always monotonically increase as f increases.

3.6 Summary

This chapter conducted a thorough study on the source delay in MANETs, a new

and fundamental delay metric for such networks. A QBD-based theoretical framework

was developed to model the source delay behaviors under a general packet dispatch-

ing scheme, based on which the cumulative distribution function as well as the mean

and variance of source delay were derived. As validated through extensive simula-

tion results that our QBD-based framework is highly efficient in modeling the source

delay performance in MANETs. Numerical results were also provided to illustrate

how source delay is related with and thus can be controlled by some key network

parameters, like source-queue buffer size, packet dispatch limit, and packet dispatch

probability. It is expected that our source delay analysis and the related QBD-based

theoretical framework will solidly contribute to the study of end-to-end delay behavior

in MANETs.
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Figure 3.2: State transitions from state (l, j) of the source-queue.
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CHAPTER IV

End-to-End Delay for MAC-TG MANETs

To facilitate the applications of MANETs in providing Quality of Service (QoS)

guaranteed services, understanding the end-to-end delay performance of such net-

works is of fundamental importance. However, the analytical modeling of practical

end-to-end delay in MANETs remains a technical challenge. This is due to the highly

dynamical behaviors of MANETs in terms of node mobility, interference, wireless

channel/traffic contention, queueing process of a packet at its source node and the

complicated delivery process of the packet among mobile nodes. By extending the

former QBD-based theoretical framework, we incorporate these complex network dy-

namics into end-to-end delay analysis and derive the expected end-to-end delay in

this chapter.

4.1 Related Works and Their Limitations

Available works on end-to-end delay analysis in MANETs mainly focus on deriving

upper bounds or approximations for such delay. Based on the M/G/1 queueing model,

Neely et al. [16] derived some closed-form upper bounds on the expected end-to-end

delay in MANETs with two-hop relay routing. Later, Liu et al. [35] extended the

model in [16] to obtain upper bounds on expected end-to-end delay in MANETs with

a variant of two-hop relay routing and limited packet redundancy. For MANETs
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with multi-hop back-pressure routing, Alresaini et al. [55] adopted the Lyapunov

drift model to derive an upper bound on the expected end-to-end delay there. For

MANETs with multi-hop linear routing, Ciucu et al. [56, 57] proposed a network

calculus approach to derive upper bounds on end-to-end delay distribution.

In addition to the delay upper bound results, approximations to end-to-end delay

in MANETs have also been explored recently [9, 38, 58, 59]. By adopting the polling

model, Hanbali et al. [58] provided an approximation to expected end-to-end delay

for a simple two-hop relay MANET consisting of only one source node, one relay node

and one destination node. For more general two-hop relay MANETs with multiple

source-destination pairs and multiple relay nodes, Liu et al. [9,38] adopted the M/M/1

queue model to obtain approximations to the expected end-to-end delay there. For

MANETs with multi-hop relay routing, Jindal et al. [59] developed approximations

to corresponding end-to-end delay based on the elementary probability theory.

It is notable that the results in [9, 16, 35, 38, 55–59] indicate that although above

upper bound and approximation results are helpful for us to understand the general

delay behaviors in MANETs, they usually introduce significant errors in end-to-end

delay analysis. This is mainly due to the lack of an efficient theoretical framework

to capture the complex network dynamics and thus the corresponding network state

transitions in MANETs. This chapter extends the former QBD-based theoretical

framework to capture the network state transitions and thus to tackle the challenging

end-to-end delay modeling issue in MANETs.

4.2 System Assumptions

In this section, we introduce first the traffic pattern, and then the two-hop relay

routing scheme that deals with packet delivery, under which we conduct the end-to-

end delay study.

38



4.2.1 Traffic Pattern

Similar to previous works [32,35,36], we consider the permutation traffic pattern

in which each node acts as the source of a traffic flow and at the same time the

destination of another traffic flow. Thus, there are in total n distinct traffic flows

in the MANET. Each source node exogenously generates packets for its destination

according to an Bernoulli process with average rate λ (packets/slot) [16].

4.2.2 Two Hop Relay Routing Protocol

In a MAC-TG MAENT, once a node (say S) succeeds in wireless channel con-

tention and becomes a transmitter, it executes the popular two-hop relay (2HR)

routing protocol defined in Algorithm 2 for packet delivery [36, 60, 61]. With the

2HR routing, each exogenously generated packet at S is first distributed out to relays

through wireless broadcast [60, 62], and it is then delivered to its destination D via

these relays.

Algorithm 2 2HR Routing Protocol

1: Transmitter S selects to conduct packet-broadcast with probability q, 0 < q < 1,
and to conduct packet-delivery with probability 1− q;

2: if S selects packet-broadcast then
3: S executes Procedure 1.1;
4: else
5: S executes Procedure 1.2;
6: end if

To facilitate the operation of the 2HR routing protocol, each node, say S, is

equipped with three types of First In First Out (FIFO) queues: one source-queue,

one broadcast-queue and n − 2 parallel relay-queues (no relay-queue is needed for

node S itself and its destination node D).

Source-queue: Source-queue stores packets exogenously generated at S and des-

tined for D. These exogenous packets will be distributed out to relay nodes later in

FIFS way.
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Procedure 1.1 packet-broadcast

1: if S has packets in its source-queue then
2: S distributes out the head-of-line (HoL) packet of source-queue through wireless

broadcast to all nodes in its coverage cells;
3: Any node, say R, in the coverage cells of S reserves a copy of that packet;
4: if R is not the destination D then
5: R inserts the HoL packet into the end of its relay-queue associated with D;
6: else
7: if R is currently requesting the HoL packet then
8: R keeps the HoL packet and increases ACK(D) by 1;
9: else

10: R discards that packet;
11: end if
12: end if
13: S moves that HoL packet out of source-queue and inserts it into the end of its

broadcast-queue;
14: S moves ahead the remaining packets in its source-queue;
15: else
16: S remains idle;
17: end if

Procedure 1.2 packet-delivery

1: S randomly selects a node U as its receiver from nodes in its coverage cells.
Denote the source of U as V ;

2: S initiates a handshake with U to acquire the packet number ACK(U) + 1 and
thus to know which packet U is currently requesting;

3: S checks its corresponding relay-queue/broadcast-queue whether it bears a packet
with ID(V ) = ACK(U) + 1;

4: if S bears such packet then
5: S delivers that packet to U ;
6: S clears all packets with ID(V ) ≤ ACK(U) from its corresponding relay-

queue/broadcast-queue;
7: S moves ahead the remaining packets in its corresponding relay-

queue/broadcast-queue;
8: U increases ACK(U) by 1;
9: end if

Broadcast-queue: Broadcast-queue stores packets from source-queue that have

already been distributed out by S but have not been acknowledged yet by D the

reception of them.

Relay-queue: Each node other than S and D is assigned with a relay-queue in

40



S to store redundant copies of packets distributed out by the source of that node.

To ensure the in-order packet reception at D, similar to previous works [16, 35,

36] that S labels every exogenously generated packet with a unique identification

number ID(S), which increases by 1 every time a packet is generated; destination D

also maintains an acknowledgment number ACK(D) indicating that D is currently

requesting the packet with ID(S) = ACK(D) + 1 (i.e, the packets with ID(S) ≤
ACK(D) have already been received by D).

4.3 End-to-End Delay Modeling

In this section, we first present some basic results, and then develop a novel

theoretical framework based on the QBD theory to efficiently capture the complex

network state transitions under network dynamics.

4.3.1 Basic Results

We focus on one specific traffic flow from source S to destination D in our analysis.

Notice that once a packet is generated at S, it first experiences a queueing process in

the source-queue of S before being distributed out (served), and it then experiences

a network delivery process after being distributed out into the network by S and

before being successfully received by D. Since D requests packets in order according

to ACK(D), all packets distributed out by S will be also delivered (served) in order.

Thus, we can treat the network delivery process as a queueing process of one virtual

network-queue. Notice also that the departure process of source-queue is just the

arrival process of network-queue.

To fully depict the two queueing processes in both source-queue and network-

queue, we define following probabilities for a time slot.

• pb : probability that S becomes transmitter and also selects to do packet-
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broadcast.

• pc(j) : probability that j copies of a packet exist in the network (including

the one in S) after the packet is distributed out by S in the current time slot,

1 ≤ j ≤ n− 1.

• pr(j) : probability that D receives the packet it is currently requesting given

that j copies of the packet exist in the network, 1 ≤ j ≤ n− 1.

• p0(j) : probability that j copies of a packet exist in the network after S becomes

transmitter and selects to do packet-broadcast for this packet, given that D is

out of the coverage cells of S and network-queue is empty, 1 ≤ j ≤ n− 1.

• p0(0) : p0(0) = 1−∑n−1
j=1 p0(j).

• p+
b (j) : probability that S becomes transmitter, selects to do packet-broadcast

and also successfully conducts packet-broadcast for one packet; at the same

time, D receives the packet it is requesting given that j copies of that packet

exist in the network, 1 ≤ j ≤ n− 1.

• p−b (j) : probability that S becomes transmitter, selects to do packet-broadcast

and also successfully conducts packet-broadcast for one packet; at the same

time, D does not receive the packet it is requesting given that j copies of that

packet exist in the network, 1 ≤ j ≤ n− 1.

• p+
f (j) : probability that S does not successfully conduct packet-broadcast for

any packet; at the same time, D receives the packet it is requesting given that

j copies of that packet exist in the network, 1 ≤ j ≤ n− 1.

• p−f (j) : probability that S does not successfully conduct packet-broadcast for

any packet; at the same time, D does not receive the packet it is requesting

given that j copies of that packet exist in the network, 1 ≤ j ≤ n− 1.
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The following lemma reveals a nice property about the source-queue and network-

queue, which will help us to evaluate the above probabilities in Lemma 5.

Lemma 4 For the considered MANET with MAC-TG protocol for transmission schedul-

ing and 2HR protocol for packet delivery, the arrival process of network-queue is a

Bernoulli process with probability λ and it is independent of the state of source-queue.

Proof 5 We know from Section 4.2.1 that the arrival process of source-queue in S is

a Bernoulli process with probability λ. The service process of source-queue is actually

also a Bernoulli process, because in every time slot S gets a chance with constant

probability pb to do packet-broadcast to distribute out a packet in source-queue (or

equivalently, the source-queue is served with probability pb in every time slot). Thus,

the source-queue in S follows a Bernoulli/Bernoulli queue, and in equilibrium the

packet departure process of source-queue is also a Bernoulli process with probability

λ, which is independent of the state of source-queue (i.e., the number of packets in

source-queue) [63]. Because the arrival process of network-queue is just the departure

process of source-queue, this finishes the proof of this Lemma.
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Lemma 5

pb =
qm2

α2n

{
1−

(
m2 − 1

m2

)n}
(4.1)

pc(j) =
n
(

n−2
j−1

)
(m2−9)n−1−j

m2n−(m2 − 1)n

{
(m2 − 9)f(j) +f(j+1)

}
(4.2)

pr(j) =
j(1−q)m2

α2n(n−1)

{
1−

(
m2−1

m2

)n

− n

m2

(
m2 − 9

m2

)n−1}
(4.3)

p0(j) =
λ · q · (n−2

j−1

)
(m2 − 9)n−j

α2m2n−2pb

f(j) (4.4)

p0(0) = 1− λ · q · (m2 − 9)

α2(n− 1)pb

{
1−

(
m2 − 1

m2

)n−1}
(4.5)

p+
b (j) = (j − 1)

λ(q − q2)(m4 −m2α2)

α4n(n− 1)(n− 2)pb

·
{

1− 2

(
m2 − 1

m2

)n

+

(
m2 − 2

m2

)n

− n

m2

(
m2 − 9

m2

)n−1

+
n

m2

(
m2−10

m2

)n−1}
(4.6)

p−b (j) = λ− p+
b (j) (4.7)

p+
f (j) = pr(j)− p+

b (j) (4.8)

p−f (j) = 1− p+
b (j)− p−b (j)− p+

f (j) (4.9)

where

f(x) =
9x − 8x

x
(4.10)

Proof 6 The proof of Lemma 5 is given in Appendix B.1.

Remark 4 The complex network dynamics of node mobility, interference, wireless

channel and traffic contention are incorporated into the calculation of the above prob-

abilities as shown in Appendix B.1.
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4.3.2 Extended QBD Theoretical Framework

To capture network dynamics of packet distributing, packet queueing and deliver-

ing processes and corresponding network state transitions, we use L(t) ≥ 0 to denote

the number of local packets distributed out from S but not received yet by D until

time slot t, and use J(t) to denote the number of copies of the packet D is currently

requesting at time slot t in the network, 0 ≤ J(t) ≤ n − 1. As time t evolves, the

queueing process of network-queue follows a two-dimensional QBD process [53, 64]

{(L(t), J(t)), t = 0, 1, 2, · · · }, (4.11)

on state space

{{(0, 0)} ∪ {(l, j)}; l ≥ 1, 1 ≤ j ≤ n− 1
}

(4.12)

where (0, 0) corresponds to the empty network-queue state. L(t) increases by 1 if S

distributes out a packet from its source-queue while D does not receive the packet it

is requesting at slot t, L(t) decreases by 1 if S does not distribute out a packet from

its source-queue while D receives the packet it is requesting at slot t, and L(t) keeps

unchanged, otherwise.

All states in (4.12) can be divided into the following subsets

N(0) = {(0, 0)} (4.13)

N(l) =
{{(l, j)}, 1 ≤ j ≤ n− 1

}
, l ≥ 1 (4.14)

where subset N(0) is called level 0 and subset N(l) is called level l. It is notable that

when network-queue is in some state of level l (l ≥ 1) at a time slot, the next state

of one-step state transitions could only be some state in the same level l or in its

adjacent levels l − 1 and l + 1.
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Figure 4.1: State transition diagram for the QBD process of network-queue.

Based on the queueing process of network-queue and the definitions of probabilities

in Lemma 5, the underlying QBD process of the network-queue has state transition

diagram shown in Fig. 4.1. In Fig. 4.1, p+
f (∗)pc(j) denotes the probability of the

transition from some state (3, ∗) in level 3 to the state (2, j) in level 2, where the

asterisk ‘∗’ means some eligible copy number in {1, 2, · · · , n− 1}.
To facilitate our discussion, we calssify the state transitions in Fig. 4.1 as intra-

level transition (denoted by dotted arrows in Fig. 4.1) and inter-level transition

(denoted by solid arrows in Fig. 4.1).

Intra-level Transition: There are two cases regarding the intra-level transitions,

namely, the state transition inside level 0 and the state transitions inside level l (l ≥ 1).

For level 0, it has only one state (0, 0), which could only transit to itself. For levels

l ≥ 1, they all follow the same intra-level transitions, i.e., a state (l, j) in level l could

transit to any state (including itself) in the same level, 1 ≤ j ≤ n− 1.

Inter-level Transition: There are also two cases regarding the inter-level tran-
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sitions, namely, transitions between level 0 and level 1, and transitions between level

l and level l + 1 (l ≥ 1). The inter-level transitions between level 0 and level 1 are

simply bi-transitions between state (0, 0) and any state (1, j), 1 ≤ j ≤ n − 1. For

adjacent levels l and l + 1 (l ≥ 1), they all follow the same inter-level transitions,

i.e., a state (l, j) in level l could only transit to the corresponding state (l + 1, j) in

level l + 1, while a state (l + 1, j) in level l + 1 could transit to any state in level l,

1 ≤ j ≤ n− 1.

4.4 End-to-End Delay Analysis

With the help of the theoretical framework, we finally derive the expected end-

to-end delay and also per node throughput capacity for the concerned MANETs.

Definition 2 End-to-end delay Te of a packet is the time elapsed between the time slot

the packet is generated at its source and the time slot it is delivered to its destination.

Definition 3 Per node throughput capacity µ is defined as the maximum packet ar-

rival rate λ every node in the concerned MANET can stably support.

Before presenting our main result on the expected end-to-end delay, we first derive

the per node throughput capacity, with which the input rate the MANET can stably

support and the corresponding end-to-end delay can then be determined.

Theorem IV.1 For the considered MANET, its per node throughput capacity µ is

given by

µ = min

{
pb,

1∑n−1
j=1

pc(j)
pr(j)

}
(4.15)

Proof 7 In equilibrium, the service rate µs of source-queue is

µs = pb (4.16)
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and the service rate µd of network-queue, i.e., the rate D receives its requesting pack-

ets, is

µd =
1∑n−1

j=1
pc(j)
pr(j)

. (4.17)

To ensure network stability, packet generation rate λ at S should satisfy

λ < min{µs, µd} (4.18)

Thus, the per node throughput capacity µ is determined as

µ = min{µs, µd} (4.19)

Based on above per node throughput capacity result and the QBD-based theoret-

ical framework, we now establish the following theorem on the expected end-to-end

delay of the concerned MANET.

Theorem IV.2 For the concerned MANET, where each source node exogenously

generates packets according to a Bernoulli process with probability λ (λ < µ), the

expected end-to-end delay E(Te) of a packet is determined as

E(Te) =
L1 + L2

λ
, (4.20)

where

L1 =
λ− λ2

pb − λ
(4.21)

L2 =
y1(I−R)−21

φ
(4.22)
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R = A0(I−A1 −A01v0)
−1 (4.23)

[y0,y1] = [y0,y1]




B1 B0

B2 A1 + RA2


 (4.24)

φ = y0 + y1(I−R)−11 (4.25)

v0 =

[
pc(1) pc(2) · · · pc(j) · · · pc(n−1)

]
(4.26)

A0 = diag
(
p−b (1), p−b (2), · · · , p−b (j), · · · , p−b (n−1)

)
(4.27)

A1 =diag
(
p−f (1), p−f (2), · · · , p−f (j), · · · , p−f (n−1)

)
+

[
p+

b (1) p+
b (2) · · · p+

b (j) · · · p+
b (n−1)

]T

v0 (4.28)

A2 = B2v0 (4.29)

B0 =

[
p0(1) p0(2) · · · p0(j) · · · p0(n−1)

]
(4.30)

B1 = [p0(0)] (4.31)

B2 =

[
p+

f (1) p+
f (2) · · · p+

f (j) · · · p+
f (n−1)

]T

(4.32)

here I denotes an identity matrix of size (n− 1)× (n− 1), 1 denotes a column vector

of size (n − 1) × 1 with all elements being 1, y0 is a scalar value, and y1 is a row

vector of size 1× (n− 1).

Proof 8 From Lemma 4 we know that we can analyze queueing processes of source-

queue and network-queue separately.

First, for the source-queue at S, since it follows a Bernoulli/Bernoulli queue, we

know from [16,64] that the expected number of packets L1 in the queue is determined

as

L1 =
λ− λ2

pb − λ
(4.33)

Then, for the network-queue, its queueing process follows a QBD process shown
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in Fig. 4.1. The corresponding state transition matrix Q of the transition diagram in

Fig. 4.1 is given by

Q =




B1 B0 0 0 · · ·
B2 A1 A0 0 · · ·
0 A2 A1 A0 · · ·
0 0 A2 A1 · · ·
...

...
...

...
. . .




(4.34)

where B1 defined in (4.31) represents the state transition from (0, 0) to (0, 0); B0

defined in (4.30) represents the state transitions from (0, 0) to (1, j), 1 ≤ j ≤ n− 1;

B2 defined in (4.32) represents the state transitions from (1, j) to (0, 0), 1 ≤ j ≤
n− 1; A1 defined in (4.28) represents the state transitions from (l, j) to (l, i), l ≥ 1,

1 ≤ j, i ≤ n − 1; A0 defined in (4.27) represents the state transitions from (l, j) to

the corresponding (l + 1, j), l ≥ 1, 1 ≤ j ≤ n− 1; A2 defined in (4.29) represents the

state transitions from (l, j) to (l − 1, i), l ≥ 2, 1 ≤ j, i ≤ n− 1.

Based on the QBD process theory [53, 64], the queueing process of the network-

queue can be analyzed through two related matrices R and G determined as:

R = A0(I−A1 −A0G)−1 (4.35)

G = A2 + A1G + A0G
2 (4.36)

where R = (rij)(n−1)×(n−1), the entry rij (1 ≤ i, j ≤ n−1) of matrix R is the expected

number that the QBD of network-queue visits state (l+1, j) before it returns to states

in N(0)∪· · ·∪N(l), given that the QBD starts in state (l, i), and G = (gij)(n−1)×(n−1),

the entry gij (1 ≤ i, j ≤ n − 1) of matrix G is the probability that the QBD starts

from state (l, i) and visits state (l − 1, j) in a finite time.

Due to the special structure of A2, which is the product of a column vector B2 by
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a row vector v0, matrix G can be calculated as

G = 1v0 (4.37)

Based on the results in [64], the expected number of packets L2 of network-queue

is given by

L2 =
y1(I−R)−21

φ
, (4.38)

where y1 and φ are determined by (4.24) and (4.25), respectively.

Finally, by applying Little’s Theorem [65], (4.20) follows. This finishes the proof

of Theorem IV.2.

4.5 Numerical Results

To validate the QBD-based theoretical results on expected end-to-end delay and

per node throughput capacity, a customized C++ simulator has been developed to

simulate packet generating, distributing and delivering processes in the considered

MANET1. In the simulator, not only the i.i.d. node mobility model but also the

typical random walk [34] and random waypoint [31] mobility models have been im-

plemented.

• Random Walk Model: At the beginning of each time slot, each node first

independently selects a cell with equal probability 1/9 among its current cell

and its 8 neighboring cells; it then moves into that cell and stays in it until the

end of that time slot.

1The program of our simulator is now available online at [66]. Similar to [67], the guard-factor is
set as ∆ = 1.
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Figure 4.2: Expected packet end-to-end delay VS. number of nodes n in MANET.

• Random Waypoint Model: At the beginning of each time slot, each node

first independently generates a two-element vector [x, y], where both elements x

and y are uniformly drawn from [1/m, 3/m]; it then moves along the horizontal

and vertical direction of distance x and y, respectively.

4.5.1 End-to-End Delay Validation

For networks of different size n, Fig. 4.2 shows both theoretical and simulation

results on packet end-to-end delay under the settings of m = 16, system load ρ = 0.6

(ρ = λ/µ) and packet-broadcast probability q = {0.1, 0.3, 0.5}. Unless otherwise

mentioned, simulation results are reported with small 95% confidence intervals. The

results in Fig. 4.2 show clearly that in a wide range of network scenarios considered

here, theoretical results match very nicely with simulated ones, indicating that our

QBD-based theoretical modeling is really efficient in capturing the expected packet

end-to-end delay behavior of concerned MANETs. From Fig. 4.2 we can also see that

as network size n increases, packet end-to-end delay increases as well. This is because
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Figure 4.3: Expected packet end-to-end delay VS. system load ρ in MANET.

that in the concerned MANET with fixed unit area and fixed setting of m = 16, as n

increases the contention for wireless channel access becomes more intensive, resulting

in a lower packet delivery opportunity and thus a longer packet end-to-end delay.

For the setting of n = 150,m = 16 and q = 0.4, Fig. 4.3 shows both the theoretical

and simulation results on packet end-to-end delay when system load ρ changes from

ρ = 0.2 to ρ = 0.9. In addition to the i.i.d. mobility model considered in this pa-

per, the corresponding simulation results for the random walk and random waypoint

mobility models have also been included in Fig. 4.3 for comparison. Again, we can

see from Fig. 4.3 that our theoretical delay model is very efficient. It is interesting

to see from Fig. 4.3 that although our theoretical framework is developed under the

i.i.d. mobility model, it can also nicely capture the general packet end-to-end delay

behavior under more realistic random walk and random waypoint mobility models.
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Figure 4.4: Per node throughput VS. packet generation rate λ in MANET.

4.5.2 Throughput Capacity Validation

Another observation of Fig. 4.3 is that the packet end-to-end delay increases

sharply as system load ρ approaches 1.0 (i.e., as packet generation rate λ approaches

per node throughput capacity µ), which serves as an intuitive verification of our theo-

retical per node throughput capacity result. To further validate our theoretical model

on throughput capacity, Fig. 4.4 provides the simulation results on the achievable per

node throughput, i.e., the average rate of packet delivery to destination, when packet

generation rate λ increases gradually, where the results of three network scenarios

with different throughput capacity {n = 150,m = 16, q = 0.4, µ1 = 2.37 × 10−4},
{n = 100,m = 16, q = 0.2, µ2 = 3.46 × 10−4} and {n = 100,m = 8, q = 0.3, µ3 =

7.52× 10−4} are presented. We can see from Fig. 4.4 that for each network scenario

there, the corresponding per node throughput first increases monotonously as λ in-

creases before λ reaches the corresponding throughput capacity (µ1, µ2 and µ3), and

then per node throughput remains a constant and does not increase anymore when
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Figure 4.5: Expected packet end-to-end delay Te VS. 2HR parameter q.

packet generation rate λ goes beyond the corresponding theoretical throughput ca-

pacity. Thus, our theoretical capacity model is also efficient in depicting the per node

throughput capacity behavior of the considered MANET.

4.5.3 Performance Analysis

With the help of the QBD-based theoretical models, we explore how parameter

q of 2HR routing will affect the packet end-to-end delay Te and per node through-

put capacity µ under given m, n and ρ. The corresponding numerical results are

summarized in Figs. 4.5 and 4.6.

We first examine the impact of q on Te. For network settings of m = 16, ρ = 0.5

and n = {80, 300, 500}, Fig. 4.5 shows that for a given network its delay Te always

first decreases and then increases as q increases. This phenomenon can be explained

as follows. The end-to-end delay experienced by a packet consists of the time it

spends in the source-queue and the time it spends in the network-queue. An increase

in q has two-fold effects on Te: on one hand, it decreases the time a packet spends

in the source-queue, because source S has more chance to do packet-broadcast for
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Figure 4.6: Per node throughput capacity µ VS. 2HR parameter q.

packets in its source-queue, which makes the queue to be served more quickly; on the

other hand, it increases the time a packet spends in the network-queue, because each

relay has less chance to do packet-delivery to deliver a packet to destination D, which

makes the network-queue to be served more slowly. Thus, Te decreases as q increases

when the first effect dominates the second one, while Te increases as q increases when

the second effect dominates the first one.

We next explore how parameter q affects µ. For network settings of m = 16 and

n = {80, 300, 500}, Fig. 4.6 shows that for a given network its capacity µ always

first increases and then decreases as q increases. Notice that µ is determined by the

minimum of service rates of the source-queue and network-queue. When q is small,

µ is determined by the service rate of source-queue, which increases as q increases.

When q is large, µ is determined by the service rate of network-queue, which decreases

as q increases. Another observation from Fig. 4.6 is that the capacity µ of n = 80 is

the largest among different n there. This is because that for a MANET with fixed

m = 16, a larger number of nodes there will cause a more intensive wireless channel
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contention, which decrease opportunities of packet transmission and thus the per node

throughput capacity.

4.6 Summary

The main finding of this chapter is that the Quasi-Birth-and-Death (QBD) pro-

cess can be a promising theory to tackle the challenging issue of analytical end-to-end

delay modeling in MANETs. We demonstrated through a two-hop relay MANET

that QBD theory can help us: 1) to develop a novel theoretical framework to cap-

ture the complicated network state transitions in the highly dynamic MANET, 2) to

analytically model the expected end-to-end delay and also the per node throughput

capacity of the network, and 3) to enable many important network dynamics like

node mobility, wireless channel contention, interference and traffic contention to be

jointly considered in the delay modeling process. It is expected that this work will

shed light on end-to-end delay modeling in general MANETs also.
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CHAPTER V

Throughput Capacity for MAC-TG MANETs

In this chapter, we explore the exact throughput capacity for MAC-TG MANETs

in two steps: 1) We first determine a general throughput capacity upper bound for

these networks under the condition of network stability. This upper bound holds for

any feasible packet routing algorithm in MAC-TG MANETs. 2) We then prove that

the considered networks could be stabilized as long as traffic input rate is within the

determined throughput capacity upper bound, indicating that the upper bound is

just the throughput capacity of such networks.

5.1 Related Works and Their Limitations

The order sense throughput capacity study for MANETs, which mainly focuses

on exploring capacity scaling laws of such networks, has been extensively addressed

in the last decade. Grossglauser and Tse [68] first showed that by adopting mobile

relay nodes, a Θ(1) per node throughput capacity is achievable under the i.i.d. mo-

bility model1. Later, it was proved that the Θ(1) throughput capacity also holds

1In this paper, we adopt the following Knuth’s notations [69]:

f(n) = O(g(n)) ↔ lim sup
n→∞

f(n)
g(n)

< ∞,

f(n) = Θ(g(n)) ↔ f(n) = O(g(n)) and g(n) = O(f(n)).
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under various mobility models, such as Brownian mobility model [70], random walk

model [34], uniform mobility model [60] and restricted mobility model [71]. The order

sense trade-off between throughput capacity and delay was examined in [16], which

indicates that under the i.i.d. mobility model a necessary trade-off between them is

delay / capacity ≥ O(n). Perevalov et al. [72] also considered the i.i.d. model, and

showed that the delay-limited throughput capacity grows approximately by d2/3 for a

moderate delay constraint d. More recently, Lin et al. [70] proved that for the Brow-

nian mobility model with parameter σ2
n and for any α < 0, the throughput capacity

and packet delay will be O(1/
√

n) and O(nα/σ2
n), respectively. Sharma et al. [11] fur-

ther studied how to trade delay for improved network capacity under hybrid random

walk and discrete random direction, two general mobility models that cover many

previous mobility models as special cases.

Although order sense results help us to understand how MANET throughput ca-

pacity scales with network size, they reveal little about the exact throughput capac-

ity. A thorough understanding of the exact throughput capacity, however, is of great

importance for practical design and protocol evaluation of MANETs. Some initial

works are now available on the exact throughput capacity study of MANETs. Neely

et al. [13, 16] established the exact throughput capacity of cell partitioned MANETs

under both i.i.d. mobility model and more general Markovian mobility model, where

it was assumed that the transmission range of each node is fixed and interference

among simultaneous link transmissions can be avoided by using orthogonal channels

between adjacent cells. Recently, Liu et al. [35,73] explored the exact throughput ca-

pacity for MANETs adopting a specified two-hop relay algorithm with limited packet

redundancy for packet delivery.

It is notable that available MANET throughput capacity studies explored either

the order sense capacity scaling laws, the exact throughput capacity under some spe-

cific algorithm [35,73], or the exact throughput capacity without a careful considera-
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tion of critical wireless interference and transmission range issues in MANETs [13,16].

In this chapter, we study the exact throughput capacity for MAC-TG MANETs,

where we adopt TG based scheduling to schedule simultaneous link transmissions for

interference avoidance and allow the transmission range of each node to be adjusted.

5.2 System Assumptions

Transmission range: We consider nodes having a general transmission range

r =
√

2υ/m such that all the cells in the transmission range of a node (say S as

illustrated in Fig. 5.1) have a horizontal and vertical distance of no more than υ − 1

cells away from S’s current cell, where 1 ≤ υ < bm+1
2
c and b·c is the floor function.

Thus, a transmitter could cover (2υ − 1)2 cells around it. From now on, we call the

(2υ − 1)2 cells covered by S the coverage cells of S and also the coverage cells of its

current cell. Under this general transmission range, the MAC-TG parameter α could

be determined correspondingly as

α = min{d(1 + ∆) ·
√

2υ + υe,m}. (5.1)

Traffic Pattern: Similar to [13,16], we assume n is even and there are n unicast

traffic flows with source-destination pairing as follows2: 1 ↔ 2, 3 ↔ 4, · · · , (n− 1) ↔
n. Based on this traffic model, each node is the source of a traffic flow and at the same

time the destination of another traffic flow. For example, node 1 generates packets

destined for node 2 and at the same time node 2 generates packets destined for node

1. The local packets generated at any source node i is assumed to follow an i.i.d.

process Ai(t), which has the same average packet input rate as E{Ai(t)} = λ and a

bounded second moment for all time slot t as E{A2
i (t)} ≤ A2

max < ∞.

2Our throughput capacity analysis process also applies to any other unicast source-destination
pairings as shown later.
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Figure 5.1: A snapshot of a cell partitioned MANET with general transmission range.

5.3 Throughput Capacity Analysis

In this section, we first derive a general throughput capacity upper bound for

the concerned MANETs, which holds for any feasible packet delivery algorithm in

such networks. We then prove that the throughput capacity upper bound is just the

exact throughput capacity of MAC-TG MANETs by constructing a two-hop relay

algorithm to stabilize the networks for any input rate within the upper bound.

5.3.1 Throughput Capacity Upper Bound

Before deriving the throughput capacity upper bound, we first introduce the def-

inition of throughput capacity for a MAC-TG MANET.

Throughput Capacity: For a MAC-TG MANET and a given input rate λ (pack-

ets/slot) to each node, the network is called stable under this input rate if there exists
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a corresponding packet delivery algorithm to ensure the queue length in each node

and thus the overall average delay is bounded. The throughput capacity C of such a

network is then defined as the maximum value of λ the network can stably support.

We then establish the following lemma regarding the overall transmission oppor-

tunities and also the source-destination transmission opportunities an active cell may

have at a time slot, which will help us to derive a throughput capacity upper bound

in Lemma 2.

Lemma 6 For a given time slot and a given active cell c of a MAC-TG MANET,

let p0 denote the probability that there are at least two nodes within the coverage cells

of c and at least one of those nodes is within c, and let p1 denote the probability that

there are at least one source-destination pair within the coverage cells of c and for

each such pair, at least one of its two nodes is within c, then we have

p0 =
1

m2n

{
m2n − (

m2 − 1
)n − n

(
m2 − h

)n−1
}

(5.2)

p1 =
1

m2n

{
m2n − (

m4 − 2h + 1
)n/2

}
(5.3)

where h = (2υ − 1)2.

Proof 9 The proof of Lemma 6 is given in C.1.

Remark 5 From the definitions of p0 and p1, it is easy to see that p0 > p1.

Based on the probabilities p0 and p1, which define the potential transmission

opportunities each active cell may have, we can now determine a general throughput

capacity upper bound for MAC-TG MANETs.

Lemma 7 Consider a cell partitioned MANET with n nodes and m2 cells, where

nodes move according to i.i.d. mobility model, MAC-TG protocol is adopted to sched-

ule simultaneous link transmissions and the transmission range of each node can be
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adjusted to cover a set of cells with horizontal and vertical distance of no more than

υ − 1 cells away from the node’s current cell. A throughput capacity upper bound µ

for such a network is given by

µ =
K(p0 + p1)

2n

=
K

2nm2n

{
2m2n−(

m2−1
)n−n

(
m2−h

)n−1−(
m4−2h+1

)n/2
}

(5.4)

where K = bm2/α2c and h = (2υ − 1)2.

Proof 10 Since this lemma can be proved by an approach similar to that adopted

in [13, 16], we omit the detailed proof process here and just provide a sketch of the

overall proof. By the definition of p0, we know that on average there are p0 overall

transmission opportunities for an active cell and a time slot, which holds for any

feasible packet delivery algorithm in the network. Notice also that with MAC-TG

MANET, there are K active cells in each time slot. Thus, during time slot interval

[0, T ], on average Kp0T overall transmission opportunities are available, among them

there are Kp1T source-destination transmission opportunities. Since one hop trans-

mission consumes a transmission opportunity, each packet should go through as few

hop(s) as possible to reach its destination. Therefore, these Kp1T source-destination

transmission opportunities should be dedicated to packets that can reach their desti-

nations in only one hop, and the remaining Kp0T −Kp1T opportunities can deliver

at most (Kp0T − Kp1T )/2 packets, because other packets need at least two hops to

reach their destinations.

Suppose that every node generates packets with average input rate λ, then during

time slot [0, T ], the average packets to the network will be nλT . To stabilize the

network, for arbitrarily small ε > 0, there should exist sufficiently large T such that

the difference between the average total input rate nλ and the total output rate Kp1 +
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(Kp0 −Kp1)/2 should be within ε. Thus, we have

nλ−Kp1 − Kp0 −Kp1

2
≤ ε (5.5)

or equivalently

λ ≤ K(p0 + p1)

2n
+

ε

n
(5.6)

Since ε can be arbitrarily small, the upper bound (5.4) then follows.

5.3.2 Throughput Capacity Proof

In this section, we will prove that the throughput capacity upper bound µ in (5.4)

is just the exact throughput capacity for the concerned MANETs. The basic idea

of our proof is to first construct a so called 2HR-q algorithm (two-hop relay with

parameter q = (n−2)ρ+2
2n

, ρ = λ
µ
, where parameter q is the probability with which a

transmitter conducts source-to-relay transmission), and then show that this algorithm

can stabilize the networks for any input rate λ < µ.

The 2HR-q algorithm is defined in Algorithm 1.

Remark 6 According to Algorithm 1, each node can only conduct one of the following

transmissions if possible, namely, source-to-destination transmission, source-to-relay

transmission and relay-to-destination transmission. A general packet takes at most

two hop transmissions to reach its destination.

The following lemma reveals some basic properties of the 2HR-q algorithm.

Lemma 8 In a MAC-TG MANET, average per node input rate λ and 2HR-q algo-

rithm, we denote by psd, psr and prd the probabilities that a node conducts a source-to-

destination transmission, source-to-relay transmission and relay-to-destination trans-
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Procedure 5 2HR-q algorithm

1: At any time slot, for an active cell c, first check whether c can schedule a source-
destination pair for data transmission.

2: if There exists such pairs then
3: With equal probability randomly select a pair to do source-to-destination trans-

mission.
4: if The transmitter has packets for its destination then
5: The transmitter transmits a packet to its destination.
6: else
7: The transmitter stays idle for this time slot.
8: end if
9: else

10: Check whether c can schedule two nodes for data transmission.
11: if There exists such nodes then
12: With equal probability randomly select one node in c as the transmitter.
13: Randomly select another node within the transmission range of c as its re-

ceiver.
14: With probability q, the transmitter does source-to-relay transmission and

with probability 1− q does relay-to-destination transmission.
15: if The transmitter has packets for the receiver then
16: The transmitter transmits a packet to the selected receiver.
17: else
18: The transmitter stays idle for this time slot.
19: end if
20: end if
21: end if

mission at a time slot, respectively. Then we have

psd =
K

n
p1 (5.7)

psr =
qK

n

(
p0 − p1) (5.8)

prd =
(1− q)K

n

(
p0 − p1) (5.9)

Proof 11 At a time slot, each node conducts packet transmissions with probability

psd + psr + prd, so on average there are n(psd + psr + prd) nodes conducting packet

transmissions at each time slot. Based on the definition of p0 we know that the

average number of nodes that conduct packet transmissions at each time slot is also
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determined as
∑K

c=1 p0, where c is an index representing the c-th active cell in the

current active group. Thus,

n(psd + psr + prd) =
K∑

c=1

p0 (5.10)

Similarly,

npsd =
K∑

c=1

p1 (5.11)

According to the 2HR-q algorithm, we have

psr

prd

=
q

1− q
(5.12)

From (5.10), (5.11) and (5.12), we then have (5.7), (5.8) and (5.9).

We now show that for any feasible input rate λ < µ, the network can be stabilized

and average packet delay can be bounded under the corresponding 2HR-q algorithm.

Theorem V.1 In a cell partitioned MANET with n nodes and m2 cells, where nodes

move according to i.i.d. mobility model, MAC-TG protocol is adopted to schedule

simultaneous link transmissions for interference avoidance and the transmission range

of each node is adjusted to cover a set of cells with horizontal and vertical distance of

no more than υ − 1 cells away, if the local packet generation process at each node i

follows an i.i.d. process Ai(t) with E{Ai(t)} = λ(λ = ρµ, 0 < ρ < 1) and E{A2
i (t)} ≤

A2
max < ∞, then the network is stabilized by adopting the 2HR-q algorithm and the

corresponding average packet delay D is upper bounded as:

D ≤ B0

B1(1− ρ)λµ
(5.13)
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where

B0 =
(
nA2

max+K−2Kλ
)(

p2
0−p2

1

)
+2nµ

(
p0+np1− p1

)
(5.14)

B1 = 4(p0 + np1 − p1)(p0 − p1) (5.15)

Proof 12 According to the 2HR-q algorithm, each node should have two kinds of

queues, one source-queue and n − 2 relay-queues. The source-queue at a node holds

its locally generated packets destined for its own destination and its n−2 relay-queues

store packets destined for other n − 2 nodes (i.e., nodes except the current node and

its own destination node), respectively. Thus, there are n source-queues and n(n− 2)

relay-queues in the concerned MANET.

We need the following notations in our proof:

• Q
(i,di)
k : For k = i, Q

(i,di)
i represents the source-queue in node i. For k 6= i, Q

(i,di)
k

represents a relay-queue in node k storing packets destined for node di.Notice

that a node sinks packets destined for itself, no queue is needed for such packets

and thus k 6= di.

• Q
(i,di)
k (t): It is the queue length of Q

(i,di)
k at time slot t, i.e., the number of

packets stored in queue Q
(i,di)
k at time slot t.

• A
(i,di)
k (t): For k = i, A

(i,di)
i (t) is just Ai(t), i.e. the number of packet generated

locally at source node i in time slot t. For k 6= i, A
(i,di)
k (t) is an indicator

function, taking the value of 1 if relay node k receives a packet destined for di

from source node i at time slot t and taking the value of 0 otherwise. If relay

k receives such a packet (i.e. A
(i,di)
k (t) = 1), the packet will be stored in the

corresponding relay-queue Q
(i,di)
k in node k.

• I
(i,di)
k,in (t): It is an indicator function, taking the value of 1 if relay node k is

selected as the receiver by source node i to receive a packet destined for di and
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taking the value of 0 otherwise.

• D
(i,di)
k (t): It is an indicator function, taking the value of 1 if node k sends out

a packet from the queue Q
(i,di)
k at time slot t, k 6= di, and taking the value of 0

otherwise.

• I
(i,di)
k,out (t): It is an indicator function, taking the value of 1 if node k is selected

as the transmitter to send out one packet from the queue Q
(i,di)
k at time slot t,

k 6= di, and taking the value of 0 otherwise.

Under 2HR-q algorithm, we have the followings:

A
(i,di)
k (t) ≤ I

(i,di)
k,in (t) , if k 6= i (5.16)

(
A

(i,di)
k (t)

)2

= A
(i,di)
k (t) , if k 6= i (5.17)

D
(i,di)
k (t) = 0 , if Q

(i,di)
k (t) = 0 (5.18)

A
(i,di)
k (t) ·D(i,di)

k (t) = 0 , if k 6= i (5.19)
(
D

(i,di)
k (t)

)2

= D
(i,di)
k (t) (5.20)

Q
(i,di)
k (t) ·D(i,di)

k (t) = Q
(i,di)
k (t) · I(i,di)

k,out (t) (5.21)

The above expressions hold as explained in the followings.

For k 6= i, we can see from the definitions of A
(i,di)
k (t) and I

(i,di)
k,in (t) that if I

(i,di)
k,in (t) =

0 then A
(i,di)
k (t) = 0, if I

(i,di)
k,in (t) = 1 then A

(i,di)
k (t) could be either 1 or 0. Notice that

even if I
(i,di)
k,in (t) = 1, it may happen that source node i currently has no packet destined

for di to transmit, resulting in A
(i,di)
k (t) = 0. Thus, (5.16) follows.

(5.17) and (5.20) follow from the fact that A
(i,di)
k (t) takes value from {0, 1} when

k 6= i, and D
(i,di)
k (t) also takes value from {0, 1}. (5.18) holds due to the fact that if

queue Q
(i,di)
k (t) = 0 in node k, then node k has no packet to send out.

From the definitions of D
(i,di)
k (t) and A

(i,di)
k (t) we know that for k 6= i, D

(i,di)
k (t)

indicates whether relay node k sends out a packet at time slot t, while A
(i,di)
k (t) indi-
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cates whether relay node k receives a packet at time slot t. Notice that according to

2HR-q algorithm relay node k can not send out a packet and receive a packet at the

same time slot, so at least one of D
(i,di)
k (t) and A

(i,di)
k (t) is 0. Thus, (5.19) holds.

From the definitions of I
(i,di)
k,out (t) and D

(i,di)
k (t) we can see that when I

(i,di)
k,out (t) = 0,

then D
(i,di)
k (t) = 0. Thus, (5.21) holds for the case that I

(i,di)
k,out (t) = 0. We now

consider the case that I
(i,di)
k,out (t) = 1, which indicates that node k is selected as the

transmitter to send out one packet from the queue Q
(i,di)
k at time slot t, k 6= di. First,

if Q
(i,di)
k (t) 6= 0 at slot t under the case I

(i,di)
k,out (t) = 1, then D

(i,di)
k (t) = 1 and thus

(5.21) holds. Second, if Q
(i,di)
k (t) = 0 under the case I

(i,di)
k,out (t) = 1, then both sides of

(5.21) become 0. To sum up, (5.21) always holds.

All queues in a MANET, including source-queues and relay-queues, evolve with

time as follows:

Q
(i,di)
k (t + 1) = Q

(i,di)
k (t)−D

(i,di)
k (t) + A

(i,di)
k (t) (5.22)

At any time slot t, the state of all source-queues in the concerned MANET can be

collected into a n-dimension vector

Q̂0(t)=
(
Q

(1,d1)
1 (t), Q

(2,d2)
2 (t),· · ·, Q(i,di)

i (t),· · ·, Q(n,dn)
n (t)

)
(5.23)

Similarly, the state of all relay-queues in the MANET can be represented by a n(n−2)-

dimension vector

Q̂1(t) =
(
Q

(3,d3)
1 (t), · · · Q

(n,dn)
1 (t), · · · , Q

(i,di)
k (t),

· · · , Q(1,d1)
n (t), · · · , Q(n−2,dn−2)

n (t)
)

(5.24)

where k 6= i, di.
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Define a quadratic Lyapunov function of source-queue vector Q̂0(t) as

L
(
Q̂0(t)

)
=

n∑

k=1

(
Q

(k,dk)
k (t)

)2

(5.25)

Then the conditional Lyapunov Drift of source-queues satisfies

E
{

L
(
Q̂0(t + 1)

)− L
(
Q̂0(t)

)∣∣Q̂0(t)
}

≤ nA2
max + (1− 2λ)E

{ n∑

k=1

D
(k,dk)
k (t)

∣∣∣Q̂0(t)

}

− 2E
{ n∑

k=1

Q
(k,dk)
k (t)

(
I

(k,dk)
k,out (t)− Ak(t)

)∣∣∣Q̂0(t)

}
(5.26)

The derivation process of (5.26) is given in C.2.

Notice that in the MAC-TG MANET, we have K active cells at any time slot to

schedule simultaneous data transmissions. Thus,

n∑

k=1

D
(k,dk)
k (t) ≤ K (5.27)

According to the 2HR-q algorithm and the definition of I
(i,di)
k,out (t), we know that

I
(k,dk)
k,out (t) indicates that at time slot t whether node k can send out one packet from

its source-queue Q
(k,dk)
k , either directly to its own destination through a source-to-

destination transmission or to a relay node through a source-to-relay transmission.

Thus, we have

E
{

I
(k,dk)
k,out (t)

}
= psd + psr =

K

n
(qp0 + p1 − qp1) (5.28)

71



Substituting (5.27) and (5.28) into (5.26), we have

E
{

L
(
Q̂0(t + 1)

)− L
(
Q̂0(t)

)∣∣Q̂0(t)
}

≤ nA2
max + (1− 2λ)K − 2ε0

n∑

k=1

Q
(k,dk)
k (t) (5.29)

where ε0 = K
n
(qp0 + p1 − qp1)− λ.

Define a quadratic Lyapunov function of relay-queue vector Q̂1(t) as

L(Q̂1(t)) =
n∑

k=1

∑

i6=k,
di 6=k

(
Q

(i,di)
k (t)

)2

Then the conditional Lyapunov Drift of relay-queues satisfies

E
{

L
(
Q̂1(t + 1)

)− L
(
Q̂1(t)

)∣∣Q̂1(t)
}

≤ E
{ n∑

k=1

∑

i 6=k,
di 6=k

(
A

(i,di)
k (t) + D

(i,di)
k (t)

)∣∣∣Q̂1(t)

}

−2E
{ n∑

k=1

∑

i6=k,
di 6=k

Q
(i,di)
k (t)

(
I

(i,di)
k,out (t)−I

(i,di)
k,in (t)

)∣∣∣Q̂1(t)

}
(5.30)

(5.30) follows after similar derivation process of (5.26).

Due to the same reason with (5.27), we have

n∑

k=1

∑

i 6=k,
di 6=k

(
A

(i,di)
k (t) + D

(i,di)
k (t)

)
≤ K (5.31)

Recall that when k 6= i, I
(i,di)
k,out (t) indicates that at time slot t whether node k can

send out one packet from its relay-queue Q
(i,di)
k . According to the 2HR-q algorithm,

node k conducts relay-to-destination transmissions for n − 2 destinations with equal
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probability, thus

E
{

I
(i,di)
k,out (t)

}
=

prd

n− 2
=

(1− q)K

(n− 2)n
(p0 − p1). (5.32)

Similarly, we have

E
{

I
(i,di)
k,in (t)

}
=

psr

n− 2
=

qK

(n− 2)n
(p0 − p1). (5.33)

Combining (5.30), (5.31), (5.32) and (5.33) together, we get

E
{

L
(
Q̂1(t + 1)

)− L
(
Q̂1(t)

)∣∣Q̂1(t)
}

≤ K − 2ε1

n∑

k=1

∑

i 6=k,
di 6=k

Q
(i,di)
k (t) (5.34)

where ε1 = K
(n−2)n

(1− 2q)(p0 − p1).

Regarding the parameter q of 2HR-q algorithm, we set

q =
(n− 2)ρ + 2

2n
(5.35)

then

ε0 =
2(1− ρ)(p0 + np1 − p1)

n(p0 + p1)
· µ > 0 (5.36)

ε1 =
K(1− ρ)

n2
(p0 − p1) > 0 (5.37)

From (5.29), (5.36) and Lemma 4.1 of [74], we draw the conclusion that all source-
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queues are stable by adopting 2HR-q algorithm, where

lim sup
T→∞

1

T

T−1∑
t=0

n∑

k=1

E
{

Q
(k,dk)
k (t)

}

≤ n(nA2
max + K − 2λK)(p0 + p1)

4(p0 + np1 − p1)(1− ρ)µ
(5.38)

From (5.34), (5.37) and Lemma 4.1 of [74], we draw the conclusion that all relay-

queues are stable by adopting 2HR-q algorithm, where

lim sup
T→∞

1

T

T−1∑
t=0

n∑

k=1

∑

i6=k,
di 6=k

E
{

Q
(i,di)
k (t)

}
≤ n2

2(p0 − p1)(1− ρ)
(5.39)

From (5.38) and (5.39), we have that the aggregate length of all network queues

satisfies

lim sup
T→∞

1

T

T−1∑
t=0

∑

k,i,
di 6=k

E
{

Q
(i,di)
k (t)

}
≤ nB0

B1(1− ρ)µ
(5.40)

where

B0 =
(
nA2

max+K−2Kλ
)(

p2
0−p2

1

)
+2nµ

(
p0+np1− p1

)

B1 = 4(p0 + np1 − p1)(p0 − p1)

Notice that the total network input rate is nλ, after applying Little’s Theorem [65]

we know that the average packet delay D is upper bounded as

D ≤ B0

B1(1− ρ)λµ
(5.41)

This finishes the proof of Theorem V.1.

Now we are ready to derive the throughput capacity of MAC-TG MANETs and
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general transmission range.

Theorem V.2 In a cell partitioned MANET with n nodes and m2 cells, where nodes

move according to i.i.d. mobility model, MAC-TG protocol is adopted to schedule

simultaneous link transmissions for interference avoidance and the transmission range

of each node is adjusted to cover a set of cells with horizontal and vertical distance of

no more than υ − 1 cells away, if the local packet generation process at each node i

follows an i.i.d. process Ai(t) with E{Ai(t)} = λ(λ = ρµ, 0 < ρ < 1) and E{A2
i (t)} ≤

A2
max < ∞, then the throughput capacity C of MAC-TG MANETs is determined as

C = µ

=
K

2nm2n

{
2m2n−(

m2−1
)n−n

(
m2−h

)n−1−(
m4−2h+1

)n/2
}

(5.42)

where K = bm2/α2c and h = (2υ − 1)2.

Proof 13 From Lemma 7 and Theorem V.1, we can see that for any input rate

λ < µ, the network is stable under the corresponding 2HR-q algorithm, i.e., the

queue length of all queues in the network will not grow to infinity and thus we have

a bounded average packet delay. According to the definition of throughput capacity

of the concerned MANETs, the maximum input rate µ is just the exact throughput

capacity of MAC-TG MANETs 3. This completes the proof of Theorem V.2.

5.4 Numerical Results

In this section, we first provide validation of our theoretical results of throughput

capacity and packet delay bound, then explore how transmission range υ and node

density (n/m2) affect the network throughput capacity.

3From now on we call µ the network throughput capacity.

75



5.4.1 Throughput Capacity Validation

We developed a dedicated C++ simulator to simulate the packet delivery pro-

cess in the concerned MANETs with i.i.d. node mobility, MAC-TG protocol, general

transmission range and 2HR-q algorithm 4. Similar to [67], we set the protocol guard

factor as ∆ = 1. We assume that the local packet generation process in each source

node follows the Poisson process with average input rate λ (packets/slot). For compar-

ison, another two realistic mobility models, the random walk model [34] and random

waypoint model [31], were also implemented in the simulator. Under three different

mobility models, the MANET topology changes in the following ways:

• i.i.d. Model: At the beginning of each time slot, every node independently

and uniformly chooses a cell among all cells in the MANET to move into, and

then stays in it until the end of that time slot.

• Random Walk Model: At the beginning of each time slot, with equal prob-

ability 1/9 every node independently chooses a cell among its current cell and

its 8 neighboring cells to move into, and then stays in it until the end of that

time slot.

• Random Waypoint Model: At the beginning of each time slot, every node

independently decides a two-element vector [x, y], where both elements x and

y are uniformly generated from [1/m, 3/m]. The node then moves along the

horizontal and vertical direction of distance x and y, respectively.

Extensive simulations have been conducted to validate our throughput capacity

and packet delay bound, and some results under network scenarios of n = 100,m =

8, υ = {1, 3} and n = 250, m = 16, υ = {1, 5} are summarized in Figs. 5.2 and 5.3.

All simulation results are reported with 95% confidence interval.

4The simulator is available online at [75].
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(a) Network scenario (n = 100,m = 8, υ = 1) with throughput capacity
µ = 9.53× 10−3(packets/slot).
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(b) Network scenario (n = 100,m = 8, υ = 3) with throughput capacity
µ = 6.23× 10−3(packets/slot).

Figure 5.2: Average packet delay for network scenarios with n = 100,m = 8 and
different transmission range υ under the 2HR-q algorithm.

We can see from Figs. 5.2 and 5.3 that in general the packet delay monotonously

increases as the system load ρ(ρ=λ/µ) increases. It is notable that as the system load
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n = 250 m = 16  = 1

(a) Network scenario (n = 250,m = 16, υ = 1) with throughput capacity
µ = 8.24× 10−3(packets/slot).
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(b) Network scenario (n = 250,m = 16, υ = 5) with throughput capacity
µ = 1.78× 10−3(packets/slot).

Figure 5.3: Average packet delay for network scenarios with n = 250,m = 16 and
different transmission range υ under the 2HR-q algorithm.

approaches 1, i.e., as the input rate λ at each node approaches network throughput

capacity µ, the packet delay increases sharply and becomes extremely sensitive to

78



the variation of input rate. This phenomenon indicates clearly that the exact net-

work throughput capacity we developed nicely captures the capacity performance of

MAC-TG MANETs. We can also observe from Figs. 5.2 and 5.3 that our derived

packet delay upper bound safely bounds the packet delay for any input rate λ < µ,

indicating that the network is stabilized under the 2HR-q algorithm. Figs. 5.2 and

5.3 also indicate that the packet delay of MANETs under the random walk model

and random waypoint model has very similar behaviors to that of MANETs under

the i.i.d. mobility model. This indicates that packet delay upper bound, although de-

rived under the i.i.d. mobility model, may also apply to other more realistic mobility

models (like the random walk and random waypoint).

Remark 7 Please notice that the main purpose of providing a theoretical delay bound

in this paper is to validate the derived throughput capacity as discussed in the proof of

Theorem V.2, i.e., for any feasible input rate less than the derived throughput capacity

the corresponding delay can be upper bounded. It is notable that the wide difference

between theoretical bound and simulation results comes from the loose upper bounds

(5.16), (5.27) and (5.31) adopted in the derivation process of the theoretical delay

bound. The loose upper bounds (5.27) and (5.31) are due to the fact that in every

time slot there are K active cells according to the MAC-TG protocol, but the total

number of successful data transmissions in that time slot may be less than K since

some transmitters may not have packets for receivers in that time slot. Thus, applying

these loose bounds in the derivation process of theoretical delay bound results in a wide

difference between theoretical delay bound and simulation results.

Remark 8 It is notable that the simulation results are almost the same under three

mobility models, indicating that throughput capacity does not depend on the three

mobility models. Actually, throughput capacity will be independent of mobility models

as long as these mobility models share the same steady-state location distribution
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[16]. Based on the random walk theory, it can be shown that the resulting steady-

state location distributions of the three mobility models considered all follow uniform

distribution over all cells in the MANET (please see [16] and references therein).

Thus, our derived throughput capacity holds for the i.i.d. model, random walk model

and random waypoint model.

5.4.2 Throughput Capacity Illustration

With the help of new throughput capacity result, we explore how transmission

range υ and node density (n/m2) will affect the final network throughpu capacity.

For networks with fixed cell partition of m = 16, Figs. 5.4a and 5.4b show how

network throughput capacity varies with transmission range υ and number of nodes

n.

From Fig. 5.4a we can see that as υ grows from 1 to 3, the throughput capacity

for networks with n = {500, 800} always decreases while the throughput capacity

for networks with n = {50, 100} first increases and then decreases. This is due to

following reasons: when node density (i.e., n/m2) is low (e.g., n = {50, 100}), there

are not enough relay nodes to help source nodes deliver packets, so a slight increase

in transmission range (e.g. from 1 to 2 here) results in an increase in transmission

opportunities for source nodes and thus an increase in network throughput capacity;

when node density is high (e.g., n = {500, 800}), however, a larger transmission range

will cause a much significant medium contention among nodes and thus a decrease

of network throughput capacity. Another observation from Fig. 5.4a is that when

υ ≥ 3, the corresponding throughput capacity µ for all n there slightly increases as υ

further increases. This is because that according to the MAC-TG protocol, there is

only one active cell to schedule data transmissions at any time slot for MANETs with

m = 16 and υ ≥ 3, thus a further increase in transmission range brings more chances

for the active cell to schedule a source-destination pair to do source-to-destination
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(a) Network throughput capacity µ vs. transmission range υ with fixed
node number n.
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(b) Network throughput capacity µ vs. the number of nodes n with fixed
transmission range υ.

Figure 5.4: The network throughput capacity µ of networks with m = 16.

transmissions. However, as Fig. 5.4a indicates that this kind of increase in throughput

capacity is limited and we can always achieve the maximum network throughput

capacity at a low transmission range.
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Now we proceed to examine in more details the impact of node density upon

network throughput capacity. As we can see from Fig. 5.4b that for a given υ, there

always exists an optimal node density (resp.number of nodes) to maximize throughput

capacity. This can be explained as follows: on one hand, a higher node density (resp.

a greater number of nodes) will result in more chances for an active cell to schedule two

nodes to do packet transmissions and thus an increase in transmission rates of source

nodes, but on the other hand, a higher node density will introduce more significant

medium contentions among source nodes and thus a decrease in their transmission

rates. When the former (resp. the latter) factor dominates, network throughput

capacity increases (resp. decreases) as node density increases. It is also interesting

to see from Fig. 5.4b that when transmission range is smaller, the maximum network

throughput capacity will be achieved with a higher node density. For example, for

the case of υ = 1, the corresponding maximum throughput capacity 9.39 × 10−3

(packets/slot) is achieved when the number of nodes is 460 (resp. when the node

density is 1.80 ). Similarly, the maximum throughput capacity for networks with

υ = 2 (resp. υ = 3 and υ = 4) is achieved when the number of nodes is 90 (resp. 40

and 24).

5.5 Summary

This chapter derived the exact throughput capacity for MAC-TG MANETs, which

adopt the MAC-TG protocol to schedule simultaneous link transmissions for inter-

ference avoidance and allow the transmission range employed by each node to be

adjusted to cover a set of cells. First, we identified a throughput capacity upper

bound for the considered MANETs. Then, we proved the upper bound is just the

throughput capacity of the MANETs by showing that any traffic input rate within

the upper bound can be stably supported by adopting a so called 2HR-q algorithm.

As verified through extensive simulation studies, our theoretical results nicely char-
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acterize the throughput capacity behaviors of the MANETs. Numerical results in

this paper indicate that we can usually achieve a high network throughput capacity

with a low transmission range and an optimal node density always exists to maximize

throughput capacity for a given transmission range.
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CHAPTER VI

Conclusion

6.1 Summary of Contributions

In this thesis, we studied the delay and capacity performances for MAC-TG

MANETs. The main contributions are summarized as follows.

• For delay performance analysis, we first studied the source delay, which is the

time a packet experiences at its source node after it is generated by that source

node. We applied the QBD theory to develop a theoretical framework to cap-

ture the complex network dynamics in a MANET. The theoretical framework is

powerful in the sense it enables complex network dynamics to be incorporated

into source delay analysis, like node mobility, medium contention, interference,

packet transmitting and packet generating processes. With the help of the theo-

retical framework, we then derived the cumulative distribution function (CDF)

as well as mean and variance of the source delay in the considered MANET.

Based on the theoretical source delay models, we further demonstrated how

source delay in MANETs is related to network parameters.

• We next studied the end-to-end delay performance for MANETs. We first ex-

tended the above QBD-based theoretical framework to efficiently capture the

complex network state transitions in MANETs, where main network dynamics
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can be jointly taken into considerations. With the help of the theoretical frame-

work, we then showed that we were able to analytically model the expected

end-to-end delay and also per node throughput capacity for a two-hop relay

MANET. The effects of network parameters on end-to-end delay and through-

put capacity were also investigated.

• For throughput capacity analysis of MANETs, we first identified a general

throughput capacity upper bound that holds under any feasible packet delivery

algorithm in the considered MANETs. We then proved through Lyapunov the-

ory that the upper bound we identified is just the exact throughput capacity

for the concerned MANETs by showing that for any traffic input rate within

the throughput capacity upper bound, there exists a corresponding two-hop re-

lay algorithm to stabilize such networks. For any traffic input rate within the

capacity, a closed-form formula was further derived to upper bound the packet

delay under corresponding two-hop relay algorithm. Finally, based on the exact

capacity result, we explored how transmission range and node density will affect

the MANET throughput capacity.

6.2 Future Works

As shown in this thesis, the Quasi-Birth-and-Death theory and Lyapunov theory

are efficient in dealing with complex networks. With the help of these powerful

theoretical tools, we conducted delay and capacity studies for MANETs. The future

works to extend this thesis are as follows.

• In this thesis, we studied delay performances for MANETs under i.i.d. mo-

bility model, in which all nodes move independently and have no memory of

its movement history. However, in reality nodes’ movement are usually cor-

related [20, 32, 76] and they could move from one place only to one adjacent
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place. So one possible future work is to take the correlation of node movement

into considerations and to study delay performance under markovian mobility

models, like random walk mobility model [34,77] and random waypoint mobility

model [31,78].

• We analyzed the expected end-to-end delay for a two-hop relay MAENT, it

would be interesting for extend our framework to further study another impor-

tant aspect of delay performance, i.e., variance. Analyzing the end-to-end delay

for MANETs with multi-hop relay routing is another interesting future direc-

tion. Furthermore, we may explore how to set network parameters to minimize

network end-to-end delay or to meet delay requirements, or what is the best

relay routing scheme with regard to delay performance.

• Since our delay and capacity studies are conducted for MANETs with transmission-

group based MAC protocol, another one possible extension is to apply our the-

oretical framework to analyze delay and capacity performances for MANETs

with other MAC protocols, such as Aloha protocol [79, 80] and Carrier sense

multiple access with collision avoidance (CSMA/CA) protocol [81–83].

• In our work, we assumed that all nodes generate packets at the same rate, i.e.,

symmetric traffic pattern. Under the symmetric traffic pattern, the network

capacity is just one number, the maximum input rate the network could stably

support. However, in asymmetric traffic cases, the stably supportable input

rates constitute a region. Thus, the network capacity region for MANETs with

asymmetric traffic pattern will be of great interest.
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APPENDIX A

Source Delay Analysis

A.1 Proof of Lemma 1

The proof process is similar to that in [35,38]. We omit the proof details here and

just outline the main idea of the proof. To derive the probability p0 (resp. p1), we

first divide the event that S conducts a source-destination transmission (resp. packet-

dispatch transmission) in a time slot into following sub-events: 1) S moves into an

active cell in the time slot according to the IID mobility model; 2) S successfully ac-

cesses the wireless channel after fair contention according to the MAC-EC protocol;

3) S selects to conduct source-destination transmission (resp. packet-dispatch trans-

mission) according to the PD-f scheme. We can then derive probability p0 (resp. p1)

by combining the probabilities of these sub-events.

A.2 Proof of Lemma 2

To derive the conditional steady state distribution π∗
Ω of the source-queue under

the condition that a packet has just been inserted into the queue, we first study its

corresponding transient state distribution πΩ(t + 1) at time slot t + 1.
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Figure A.1: Illustration for state transition from X(t) to X(t + 1) during time slot
[t, t + 1).

Similar to the definition of π∗
Ω, we can see that the (2 + (l − 1)f + j)-th entry

of row vector πΩ(t + 1), denoted by [πΩ(t + 1)]2+(l−1)f+j here, corresponds to the

probability that the source-queue is in state X(t + 1) = (l, j) in time slot t + 1

under the condition that a packet has just been inserted into the source-queue in

time slot t, 1 ≤ l ≤ M, 0 ≤ j ≤ f − 1. The basic state transition from X(t) to

X(t + 1) is illustrated in Fig. A.1, where I0(t) through I3(t) are indicator functions

defined in Section III.A, and I4(t) is a new indicator function, taking value of 1 if

the source-queue is not full in time slot t (i.e. the source-queue is in some state in
{{(0, 0)} ∪ {(l, j)}; 1 ≤ l ≤ M − 1, 0 ≤ j ≤ f − 1

}
), and taking value of 0 otherwise.

From Fig. A.1 we can see that [πΩ(t + 1)]2+(l−1)f+j is evaluated as

[πΩ(t + 1)]2+(l−1)f+j (A.1)

= Pr{X(t + 1) = (l, j)|I4(t) = 1, I3(t) = 1} (A.2)

=
Pr{I4(t) = 1, I3(t) = 1,X(t + 1) = (l, j)}

Pr{I4(t) = 1, I3(t) = 1} (A.3)

=
Pr{I4(t) = 1, I3(t) = 1,X(t + 1) = (l, j)}

λ · Pr{I4(t) = 1} , (A.4)

where (A.4) follows because the packet generating process is a Bernoulli process in-

dependent of the state of the source-queue.
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For the probability Pr{I4(t) = 1} in (A.4), we have

Pr{I4(t) = 1} (A.5)

=
∑

(l′,j′)

Pr{I4(t) = 1,X(t) = (l′, j′)} (A.6)

=
∑

(l′,j′)

Pr{X(t) = (l′, j′)}Pr{I4(t) = 1|X(t) = (l′, j′)} (A.7)

where Pr{I4(t) = 1|X(t) = (l′, j′)} is actually the transition probability from state

X(t) = (l′, j′) to states in
{{(0, 0)} ∪ {(l, j)}; 1 ≤ l ≤ M − 1, 0 ≤ j ≤ f − 1

}
. The

matrix P1 of such transition probabilities can be determined based on (3.3) by setting

the corresponding sub-matrices according to (3.8)-(3.18). With matrix P1 and (A.7),

we have

Pr{I4(t) = 1} = πω(t) ·P1 · 1, (A.8)

where πω(t) = (πω,l,j(t))1×M ·f with πω,l,j(t) being the probability Pr{X(t) = (l′, j′)}.

For the numerator of (A.4), we have

Pr{I4(t) = 1, I3(t) = 1,X(t + 1) = (l, j)} (A.9)

=
∑

(l′,j′)

Pr{X(t)=(l′, j′), I4(t)=1, I3(t)=1,X(t+1)=(l, j)} (A.10)

=
∑

(l′,j′)

Pr{X(t)=(l′, j′)}

· Pr{I4(t)=1, I3(t)=1,X(t+1)=(l, j)|X(t)=(l′, j′)}, (A.11)

where Pr{I4(t) = 1, I3(t) = 1,X(t+1) = (l, j)|X(t) = (l′, j′)} represents the transition

probability from state X(t)=(l′, j′) to state X(t+1)=(l, j), with the condition that

events {I4(t) = 1} and {I3(t) = 1} also happen simultaneously. The matrix P2 of

such transition probabilities is determined based on (3.3) by setting the corresponding
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sub-matrices according to (3.22)-(3.32). With matrix P2 and (A.11), we have

Pr{I4(t) = 1, I3(t) = 1,X(t + 1) = (l, j)}

= [πω(t)P2]2+(l−1)f+j. (A.12)

After substituting (A.8) and (A.12) into (A.4), we get

[πΩ(t + 1)]2+(l−1)f+j

=
[πω(t)P2]2+(l−1)f+j

λπω(t)P11
. (A.13)

Thus, in vector form

πΩ(t + 1) =
πω(t)P2

λπω(t)P11
. (A.14)

Taking limits on both sides of (A.14), we get the steady state distribution π∗
Ω as

π∗
Ω = lim

t→∞
πΩ(t + 1) (A.15)

= lim
t→∞

πω(t)P2

λπω(t)P11
(A.16)

=
π∗

ωP2

λπ∗
ωP11

, (A.17)

where

π∗
ω = lim

t→∞
πω(t). (A.18)

This completes the proof of Lemma 2.
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A.3 Proof of Lemma 3

Recall that as time evolves, the state transitions of the source-queue form a QBD

process shown in Fig. 3.3. From Fig. 3.3, we can see that the QBD process has finite

states and all states communicate with other states, so the Markov chain is recurrent.

We also see from Fig. 3.3 that every state could transition to itself, indicating that the

Markov chain is aperiodic. Thus, the concerned QBD process is an ergodic Markov

chain and has a unique limit state distribution π∗
ω defined in (A.18).

Notice that π∗
ω must satisfy the following equation

π∗
ω = π∗

ωP0, (A.19)

where P0 is the transition matrix of the QBD process, which can be determined

based on (3.3) by setting the corresponding sub-matrices according to (3.44)-(3.50).

In particular, for M = 1 and M = 2, the transition matrix P0 is given by the following

(A.20) and (A.21), respectively.

P0 =




B1 B0

B2 AM


 , (A.20)

P0 =




B1 B0

B2 A1 A0

A2 AM




. (A.21)

Thus, under the cases of M = 1 and M = 2, π∗
ω could be easily calculated by

equations (3.33)-(3.35) and (3.36)-(3.39), respectively. Due to the special structure

of the matrix A2, which is the product of a column vector c by a row vector r [53],

π∗
ω under the case M ≥ 3 could be calculated by equations (3.40)-(3.43).
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A.4 Proof of Theorem III.1

Suppose that the source-queue is in some state according to the steady state

distribution π∗
Ω, then the source delay of a packet (say Z) is independent of the packet

generating process after Z is inserted into the source-queue and is also independent

of the state transitions of the source-queue after Z is removed from the source-queue.

Such independence makes it possible to construct a simplified QBD process to study

the source delay of packet Z, in which new packets generated after packet Z are

ignored, and once Z is removed from the source-queue (or equivalently the source-

queue transits to state (0, 0)), the source-queue will stay at state (0, 0) forever.

For the above simplified QBD process, its transition matrix P3 can be determined

based on (3.3) by setting the corresponding sub-matrices as follows:

For M = 1,

B0 = 0, (A.22)

B1 = [1], (A.23)

B2 = c, (A.24)

AM = Q. (A.25)
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For M ≥ 2,

B0 = 0, (A.26)

B1 = [1], (A.27)

B2 = c, (A.28)

A0 = 0, (A.29)

A1 = Q, (A.30)

A2 = c · r, (A.31)

AM = Q. (A.32)

By rearranging P3 as

P3 =




1 0

c+ T


 , (A.33)

we can see that matrices c+ and T are determined as (3.57)-(3.60). With matrices

c+, T and π∗
Ω, the probability mass function (3.53) and CDF (3.54) of the source

delay follow directly from the theory of Phase-type distribution [53].

Based on the probability mass function (3.53), the mean U of the source delay

can be calculated by

U =
∞∑

u=1

u · Pr{U = u}

=
∞∑

u=1

uπ−
ΩTu−1c+

= π−
Ω

( ∞∑
u=1

uTu−1

)
c+ (A.34)
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Let

f(T) =
∞∑

u=1

uTu−1, (A.35)

and use f(x) to denote its corresponding numerical series

f(x) =
∞∑

u=1

uxu−1 (A.36)

= (1− x)−2, for x < 1. (A.37)

Since above simplified QBD process is actually an absorbing Markov Chain with

transition matrix P3, we know from Theorem 11.3 in [84] that

lim
k→∞

Tk = 0. (A.38)

Based on the property (A.38) and the Theorem 5.6.12 in [85], we can see that the

spectral radius ρ(T) of matrix T satisfies following condition

ρ(T) < 1. (A.39)

From (A.35), (A.37) and (A.39), it follows that the matrix series f(T) converge

as

f(T) = lim
g→∞

g∑
u=1

uTu−1 (A.40)

= (I−T)−2 (A.41)

After substituting (A.41) into (A.34), (3.55) then follows.

The derivation of the variance of source delay (3.56) could be conducted in a

similar way and thus is omitted here.
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APPENDIX B

End-To-End Delay Analysis

B.1 Proof of Lemma 5

Calculation of pb: The event corresponding to pb happens iff the following sub-

events happen simultaneously:

1) S moves into an active cell; j out of the remaining n− 1 nodes move into the

same cell with S, 0 ≤ j ≤ n − 1; other nodes move into cells other than that active

cell;

2) S becomes transmitter after fair wireless channel contention;

3) S selects to do packet-broadcast after traffic contention (i.e. conducting packet-

broadcast or packet-delivery).

Notice that in a time slot, every node moves according to the i.i.d. mobility model.

Thus, we have

pb =
1

α2

n−1∑
j=0

(
n−1

j

)(
1

m2

)j(
m2−1

m2

)n−1−j
1

j+1
q (B.1)

=
qm2

α2n

{
1−

(
m2 − 1

m2

)n}
(B.2)
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Calculation of pc(j): According to the definition of pc(j), it is a conditional

probability determined as

pc(j) =
pb(j)

pb

(B.3)

where pb(j) is the probability that j copies of a packet exist in the network after S

becomes transmitter and selects to do packet-broadcast for that packet, 1 ≤ j ≤ n−1.

The event corresponding to pb(j) happens iff the following sub-events happen:

1) S moves into in an active cell; j − 1 out of the remaining n − 2 nodes other

than S and D move into the coverage cells of S, among which k nodes are in the

same cell with S and the remaining j − 1− k nodes are in other coverage cells of S,

0 ≤ k ≤ j − 1; other nodes move into cells other than the coverage cells of S;

2) S becomes transmitter after fair channel contention;

3) S selects to do packet-broadcast.

Notice that D could move either into the same cell with S or any cell other than

that active cell, we have

pb(j) =
1

α2

{
1

m2

(
n−2

j − 1

) j−1∑

k=0

(
j−1

k

)(
1

m2

)k(
8

m2

)j−1−k

·
(

m2−9

m2

)n−1−j
1

k + 2
q

+
m2−1

m2

(
n−2

j − 1

) j−1∑

k=0

(
j−1

k

)(
1

m2

)k

·
(

8

m2

)j−1−k(
m2−9

m2

)n−1−j
1

k + 1
q

}
(B.4)

=
q

α2

(
n− 2

j − 1

)(
m2 − 9

m2

)n−1−j

·
{

m2 − 9

m2j
f(j) +

1

m2j
f(j + 1)

}
(B.5)
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where

f(x) =
9x − 8x

x
(B.6)

After substituting (B.5) and (B.2) into (B.3) and conducting some basic algebraic

calculations, we have

pc(j) =
n
(

n−2
j−1

)
(m2−9)n−1−j

m2n − (m2 − 1)n

{
(m2 − 9)f(j) + f(j+1)

}
(B.7)

Calculation of pr(j): Notice that in a time slot, D could only receive the packet

it is currently requesting from one of the j nodes carrying copies of that packet. Thus,

after similar arguments to the calculation of pb, we have

pr(j) =
j(1−q)m2

α2n(n−1)

{
1−

(
m2−1

m2

)n

− n

m2

(
m2−9

m2

)n−1}
(B.8)

To calculate the remaining probabilities, we need to construct the arrival process

of network-queue. From Lemma 4, we know that the arrival process of network-queue

is a Bernoulli process with probability λ. The arrival process of network-queue can

be constructed as follows: once source node S becomes transmitter and selects to do

packet-broadcast (with probability pb), S successfully conducts packet-broadcast for

one packet with probability λ′,

λ′ =
λ

pb

(B.9)

Thus, after S becomes transmitter and selects to do packet-broadcast, S will success-

fully distribute out one packet with probability λ′.

Calculation of p0(j): The event corresponding to p0(j) happens iff the following

sub-events happen:
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1) S moves into an active cell; D moves into any cell other than that active cell;

j−1 out of the remaining n−2 nodes move into the coverage cells of S, among which

k nodes are in the same cell with S and the remaining j − 1 − k nodes are in other

coverage cells of S, 0 ≤ k ≤ j−1; other nodes move into cells other than the coverage

cells of S;

2) S becomes transmitter after fair contention;

3) S selects to do packet-broadcast and S distributes out a packet.

Then, we have

p0(j) =
1

α2

m2−9

m2

(
n−2

j−1

) j−1∑

k=0

(
j−1

k

)(
1

m2

)k(
8

m2

)j−1−k

·
(

m2 − 9

m2

)n−1−j
1

k + 1
qλ′ (B.10)

=
λ · q · (n−2

j−1

)
(m2 − 9)n−j

α2m2n−2pb

f(j) (B.11)

Calculation of p0(0): From the definition of p0(0), we know that

p0(0) = 1−
n−1∑
j=1

p0(j) (B.12)

After substituting (B.11) into (B.12), we have

p0(0) = 1− λ · q · (m2 − 9)

α2(n− 1)pb

{
1−

(
m2 − 1

m2

)n−1}
(B.13)

Calculation of p+
b (j): The event corresponding to p+

b (j) is composed of j − 1

exclusive sub-events, each of which is that: in a time slot S becomes transmitter,

selects to do packet-broadcast for one packet; at the same time D receives the packet

it is requesting from a specific relay node (say R) carrying a copy of that packet. If
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we denote by p+
b the probability that one such sub-event occurs in a time slot, then

p+
b (j) = (j − 1)p+

b (B.14)

The event corresponding to p+
b happens iff the following sub-events happen:

1) S moves into an active cell; R moves into another active cell; D moves into

either the same active cell with R or other coverage cells of R; k out of the remaining

n − 3 nodes move into the coverage cells of R, among which i ≥ 0 nodes are in the

same cell with R; t ≥ 0 of the remaining n− 3− k nodes are in the same active cell

with S; other nodes move into cells other than the active cell of S and the coverage

cells of R;

2) S and R both become transmitters after fair contention in their respective

active cells;

3) S selects to do packet-broadcast and S distributes out a packet; R selects to

do packet-delivery and D is selected as its receiver.

Then, we have

p+
b =

1

α2

m2−α2

m2α2

n−3∑

k=0

(
n−3

k

){
k∑

i=0

(
k

i

)(
1

m2

)i(
8

m2

)k−i

·
n−3−k∑

t=0

(
n−3−k

t

)(
1

m2

)t(
m2 − 10

m2

)n−3−k−t

·
(

1

m2

1

i + 2

1

k + 1
+

8

m2

1

i + 1

1

k + 1

)
(1−q)

1

t+1
qλ′

}
(B.15)

=
λ(q − q2)(m4 −m2α2)

α4n(n− 1)(n− 2)pb

·
{

1− 2

(
m2 − 1

m2

)n

+

(
m2 − 2

m2

)n

− n

m2

(
m2 − 9

m2

)n−1

+
n

m2

(
m2−10

m2

)n−1}
(B.16)

From (B.16) and (B.14), (4.6) follows.
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Calculation of p−b (j): From the definitions of p−b (j) and p+
b (j), we know that

p−b (j) + p+
b (j) is the probability that in a time slot S becomes transmitter, selects to

do packet-broadcast and also successfully conducts packet-broadcast for one packet.

This probability is just λ according to the arrival process of network-queue. Thus,

p−b (j) can be calculated as

p−b (j) = λ− p+
b (j) (B.17)

Calculation of p+
f (j): By the definition of pr(j), it is easy to see that p+

f (j) can

be calculated as

p+
f (j) = pr(j)− p+

b (j) (B.18)

Calculation of p−f (j): From the definitions of p+
b (j), p−b (j), p+

f (j) and p−f (j), we

know that

p+
b (j) + p−b (j) + p+

f (j) + p−f (j) = 1 (B.19)

Thus, (4.9) follows.
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APPENDIX C

Throughput Capacity Analysis

C.1 Proof of Lemma 6

From the definition of p0 we know that the event corresponding to p0 can be

decoupled into following two exclusive sub-events. 1) there is only one node in c itself

and there are i nodes (1 ≤ i ≤ n−1) within the other (2υ−1)2−1 coverage cells of c,

while the remaining n− i− 1 nodes are within cells other than the (2υ− 1)2 coverage

cells of c ; 2) there are i nodes (2 ≤ i ≤ n) in c itself and the remaining n− i nodes

are within cells other than the active cell c. Notice that according to the IID mobility

model, in a time slot each node randomly and independently chooses a cell to move

into at the beginning of the time slot and then stays in it for the remaining whole

slot. Thus, for a given time slot, the probability of sub-event 1 can be calculated as

n

m2

n−1∑
i=1

(
n− 1

i

)(
(2υ − 1)2 − 1

m2

)i

·
(

m2 − (2υ − 1)2

m2

)n−i−1

(C.1)
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and the probability of sub-event 2 can be calculated as

n∑
i=2

(
n

i

)(
1

m2

)i(
m2 − 1

m2

)n−i

(C.2)

Since the event corresponding to p0 is composed of the exclusive sub-event 1 and

sub-event 2, we then have

p0 =
n

m2

n−1∑
i=1

(
n− 1

i

)(
(2υ − 1)2 − 1

m2

)i

·
(

m2 − (2υ − 1)2

m2

)n−i−1

+
n∑

i=2

(
n

i

)(
1

m2

)i(
m2 − 1

m2

)n−i

=
1

m2n

{
m2n−(

m2 − 1
)n−n

(
m2−(2υ − 1)2

)n−1
}

(C.3)

Based on the definition of p1 we can easily see that the event corresponding to p1

can be determined as follows: among all n
2

node pairs defined in Section 5.2 (Notice

that source-destination pairs 1 ↔ 2 are regarded as one node pair here), there are

i pairs (1 ≤ i ≤ n
2
) within the coverage cells of active cell c and for each such pair,

at least one of its two nodes is within c. Again, since in a time slot each node

randomly and independently chooses its cell according to the i.i.d. mobility model,

the probability p1 can be calculated as

p1 =

n
2∑

i=1

(
n
2

i

)(
2
(
(2υ − 1)2 − 1

)

m4
+

1

m4

)i

·
(

1− 2
(
(2υ − 1)2 − 1

)

m4
− 1

m4

)n
2
−i

=
1

m2n

{
m2n − (

m4 − 2(2υ − 1)2 + 1
)n/2

}
(C.4)
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C.2 Derivaion of Expression (5.26)

The derivation of (5.26) starts from the following conditional Lyapunov Drift

E
{

L
(
Q̂0(t + 1)

)− L
(
Q̂0(t)

)∣∣Q̂0(t)
}

(C.5)

By applying Lyapunov function (5.25) to (C.5) and conducting some basic algebraic

operations, we have

E
{

L
(
Q̂0(t + 1)

)− L
(
Q̂0(t)

)∣∣Q̂0(t)
}

= E
{ n∑

k=1

((
Q

(k,dk)
k (t + 1)

)2

−
(
Q

(k,dk)
k (t)

)2
)∣∣∣Q̂0(t)

}

= E
{ n∑

k=1

(
Q

(k,dk)
k (t + 1)−Q

(k,dk)
k (t)

)2∣∣∣Q̂0(t)

}

+2E
{ n∑

k=1

Q
(k,dk)
k (t)

(
Q

(k,dk)
k (t + 1)−Q

(k,dk)
k (t)

)∣∣∣Q̂0(t)

}
(C.6)

After substituting (5.22) into (C.6), we have

E
{

L
(
Q̂0(t + 1)

)− L
(
Q̂0(t)

)∣∣Q̂0(t)
}

= E
{ n∑

k=1

(
A

(k,dk)
k (t)−D

(k,dk)
k (t)

)2∣∣∣Q̂0(t)

}

+2E
{ n∑

k=1

Q
(k,dk)
k (t)

(
A

(k,dk)
k (t)−D

(k,dk)
k (t)

)∣∣∣Q̂0(t)

}
(C.7)
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For the first term of (C.7), we have

E
{ n∑

k=1

(
A

(k,dk)
k (t)−D

(k,dk)
k (t)

)2∣∣∣Q̂0(t)

}

= E
{ n∑

k=1

(
Ak(t)

)2∣∣∣Q̂0(t)

}
+ E

{ n∑

k=1

(
D

(k,dk)
k (t)

)2∣∣∣Q̂0(t)

}

− 2E
{ n∑

k=1

Ak(t) ·D(k,dk)
k (t)

∣∣∣Q̂0(t)

}
(C.8)

(C.8) follows from the definition of A
(i,di)
k (t) that A

(k,dk)
k (t) = Ak(t) for k = i.

Notice that local packet generation process Ak(t) is an i.i.d. process, so it is

independent of the state of Q̂0(t) and D
(k,dk)
k (t). Thus, we have

2E
{ n∑

k=1

Ak(t) ·D(k,dk)
k (t)

∣∣∣Q̂0(t)

}

= 2
n∑

k=1

E
{

Ak(t) ·D(k,dk)
k (t)

∣∣∣Q̂0(t)

}

= 2
n∑

k=1

E
{

Ak(t)
∣∣∣Q̂0(t)

}
· E

{
D

(k,dk)
k (t)

∣∣∣Q̂0(t)

}

= 2
n∑

k=1

E
{

Ak(t)

}
· E

{
D

(k,dk)
k (t)

∣∣∣Q̂0(t)

}

= 2λ E
{ n∑

k=1

D
(k,dk)
k (t)

∣∣∣Q̂0(t)

}
(C.9)
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Substituting (C.9) and (5.20) into (C.8), we have

E
{ n∑

k=1

(
A

(k,dk)
k (t)−D

(k,dk)
k (t)

)2∣∣∣Q̂0(t)

}

= E
{ n∑

k=1

(
Ak(t)

)2∣∣∣Q̂0(t)

}

+ (1− 2λ)E
{ n∑

k=1

D
(k,dk)
k (t)

∣∣∣Q̂0(t)

}

≤ nA2
max + (1− 2λ)E

{ n∑

k=1

D
(k,dk)
k (t)

∣∣∣Q̂0(t)

}
(C.10)

For the second term of (C.7), we have

2E
{ n∑

k=1

Q
(k,dk)
k (t)

(
A

(k,dk)
k (t)−D

(k,dk)
k (t)

)∣∣∣Q̂0(t)

}

= 2E
{ n∑

k=1

(
Q

(k,dk)
k (t)Ak(t)−Q

(k,dk)
k (t)D

(k,dk)
k (t)

)∣∣∣Q̂0(t)

}
(C.11)

= 2E
{ n∑

k=1

(
Q

(k,dk)
k (t)Ak(t)−Q

(k,dk)
k (t)I

(k,dk)
k,out (t)

)∣∣∣Q̂0(t)

}
(C.12)

where (C.12) follows from substituting (5.21) into (C.11).

Finally, by subtituting (C.12) and (C.10) into (C.7),

E
{

L
(
Q̂0(t + 1)

)− L
(
Q̂0(t)

)∣∣Q̂0(t)
}

≤ nA2
max + (1− 2λ)E

{ n∑

k=1

D
(k,dk)
k (t)

∣∣∣Q̂0(t)

}

− 2E
{ n∑

k=1

Q
(k,dk)
k (t)

(
I

(k,dk)
k,out (t)− Ak(t)

)∣∣∣Q̂0(t)

}
(C.13)
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