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Abstract

The mobile ad hoc networks (MANETs) are a class of infrastructure-less self-organizing
networks consisting of mobile devices communicating with each other over peer-to-
peer wireless links. Due to their distinctive features of robustness, self-organization,
quick deployment and reconfiguration, MANETs hold great promises for many impor-
tant application scenarios, like disaster relief, battle field communications, and wide
area sensing, and are thus increasingly becoming an indispensable component for
the next generation (5G) networks. To efficiently support these critical applications
with stringent performance requirements, it is of great importance to thoroughly un-
derstand the fundamental performance of such networks, like the delivery delay and
throughput capacity.

This work focuses on the performance studies of an important class of MANETs
with erasure coding and packet redundancy (f -cast), i.e., each coded packet at source
node is transmitted to at most f distinct relay nodes. The erasure coding and packet
redundancy are two promising techniques that have been extensively studied in the
literature for improving the packet delivery performance in MANETs. On one hand,
previous studies showed that erasure coding technique can considerably reduce the
delay variance in MANETs, while it may lead to a relatively large packet delivery
delay, since the early arrived coded packets in destination node have to wait a long
time for the arrivals of other coded packets from distinct relay nodes. On the other
hand, packet redundancy technique can efficiently reduce the packet delivery delay
due to the fact that multiple relays will carry redundant copies of a packet, increasing
the chance of the packet being received by its destination; however, it usually incurs
high variance of packet delivery delay. Thus, we consider a combination of erasure
coding and packet redundancy in MANETs to have a flexible trade-off between packet
delivery delay and delay variance.

We combine these two techniques together and study the packet delivery delay and
throughput capacity in MANETs, under a general two-hop relay routing algorithm
with unicast traffic pattern, i.e., a source node has only a destination node, which
covers available routing algorithms with pure erasure coding or pure packet redun-
dancy as special cases. To analyze the packet delivery delay, we propose a Markov
chain model to depict the packet delivery process under this routing algorithm, with
which we derive the analytical expressions for the mean value and variance of packet
delivery delay. To analyze the throughput capacity, we propose two Markov chain
models to depict the fastest packet distributing process and fastest packet receiving
process at source and destination nodes, respectively, with which we derive the ana-
lytical expression for the throughput capacity. Extensive simulation and theoretical
results are provided to validate the accuracy of our theoretical performance analysis
as well as our findings.

Then, we study packet delivery delay of MANETs adopting a two-hop relay rout-
ing algorithm with packet redundancy, and multicast traffic pattern, where a source
node has multiple destination nodes. To this end, we propose a Markov chain model
to capture the packet delivery process under the routing algorithm, with which we
derive the analytical expressions for the mean value and variance of packet deliv-
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ery delay. Extensive simulations demonstrate the efficiency of our theoretical delay
results.
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Chapter 1

Introduction

In this chapter, we first introduce the background of mobile ad hoc networks (MANETs) [1].

We then describe our motivations of this thesis.

1.1 Background

In the last decade, wireless networks, including cellular network, Wi-Fi (or hotspot)

network, etc, have become an indispensable part of our daily lives for meeting the

need of fast and convenient Internet access. However, these wireless networks rely

heavily on centralized control such as cellular network, in which information is relayed

by the base stations. Upon the base stations are destroyed in nature disasters and

artificial attacks, this will result in the complete loss of all the information in such

network. Motivated by this, many researchers from both academia and industry have

been making efforts to develop a novel class of wireless networks termed as mobile ad

hoc networks without fixed infrastructure or centralized control.

Mobile ad hoc networks consist of a collection of movement nodes that can di-

rectly communicate with each other through wireless links without a pre-established

networking infrastructure or centralized control. Compared with those traditional

wireless networks, MANETs have the following distinctive features. First, they can

be rapidly deployed and flexibly reconfigured even in those geographically tough ar-

eas, since they are built without the support of infrastructure or base station. Second,
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they are highly robust such that node failure can be tolerated, since when any node

carrying a packet leaves the networks, other nodes carrying copies of the packet can

forward the packet to desired nodes which move into their transmission range. Fi-

nally, they can provide low-cost Internet service for these users residing in remote

areas.

Due to these attractive features of MANETs, these networks are highly appealing

for a lot of future applications, such as the disaster relief, daily information exchange,

military communication, environment monitoring, etc. It is believed that the MANET

will become one of the most important and indispensable component among the next

generation (5G) networks.

1.2 Motivations

Motivated by these promising application potentials of MANETs, extensive studies

have been dedicated towards deeper understanding of the fundamental MANET per-

formance, such as delivery delay [2–12] and throughput capacity [1, 13–21], which

serve as the instruction guideline for the design, development and commercialization

of such networks. Delivery delay is the time it takes a packet to reach its destina-

tion node(s) after source node starts to transmit the packet. Throughput capacity is

defined as the maximum packet input rate that the considered MANET can stably

support.

The available studies indicated that the erasure coding and packet redundancy are

two promising techniques for improving the packet delivery performance in MANETs,

where these two techniques are usually adopted separately. Specially, previous studies

showed that erasure coding technique can considerably reduce the delay variance in

MANETs, while it may lead to a relatively large packet delivery delay, since the early

arrived coded packets in destination node have to wait a long time for the arrivals

of other coded packets from distinct relay nodes. Packet redundancy technique (i.e.

simple packet duplication) can efficiently reduce the packet delivery delay due to the

fact that multiple relays will carry redundant copies of a packet, increasing the chance
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of the packet being received by its destination; however, it usually incurs high variance

of packet delivery delay. Thus, we consider a combination of erasure coding and packet

redundancy in MANETs to have a flexible trade-off between packet delivery delay and

delay variance. Remarkably, we propose theoretical models to analyze packet delivery

performance in terms of delivery delay, delay variance and throughput capacity under

such combinational technique in MANETs. Notice that these studies adopt simple

unicast traffic pattern, where a source node has a unique destination node. We

further extend unicast traffic pattern to more challenging multicast traffic pattern,

where a source node has multiple destination nodes. Under multicast traffic pattern,

we analytically study the delivery delay performance in MANETs.

1.3 Thesis Outline

In this thesis, the overall aim is to provide a comprehensive study on the fundamental

delay and throughput performance in mobile ad hoc networks with unicast/muticast

traffic patterns. The main contents of this thesis are summarized as follows:

Chapter 2 Related work. In this chapter, we introduce previous work related

to unicast delivery delay, multicast delivery delay and throughput capacity.

Chapter 3 Preliminaries. This chapter introduces system models and trans-

mission scheduling scheme involved in our study. Specifically, the following issues are

included: the network model, the node mobility model, the communication model

and the equivalent-class based transmission scheduling scheme.

Chapter 4 Unicast delivery delay Study for MANETs with Erasure

Coding and f-cast Relay. In this chapter, we focus on the study of packet deliv-

ery delay in MANETs under unicast traffic pattern, which measures the time that a

source node takes to deliver a packet to its destination node. We first introduce traffic

pattern and definition of the delay performance metric. To explore the delay perfor-

mance in MANETs with erasure coding [3] and packet redundancy [22], we develop a

Markov chain model to capture the packet delivery process under a general two-hop

relay routing algorithm. Based on the Markov chain model, the analytic expressions
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are derived for the mean value and variance of the packet delivery delay. Finally,

extensive simulation and theoretical results are provided to validate our theoretical

delay analysis and to illustrate how system parameters impact on the packet delivery

delay performance.

Chapter 5 Throughput Capacity Study for MANETs with Erasure

Coding and f-cast Relay. In this chapter, we study the throughput capacity

in MANETs under unicast traffic pattern. We first introduce the traffic pattern in

our throughput capacity analysis. We then develop two Markov chain models to

depict the fastest packet distributing process at source node and the fastest packet

receiving process at destination node based on the routing algorithm introduced in

chapter 4. With the help of these two Markov chain models, the analytic expression

is derived for the throughput capacity. Simulation and numerical results are further

provided to illustrate the accuracy of theoretical throughput capacity analysis as well

as our theoretical findings.

Chapter 6 Multicast delivery Delay Study for MANETs with f-cast

Relay. In this chapter, we focus on the study of packet delivery delay under mul-

ticast traffic pattern, which measures the time that a source node takes to deliver

a packet to multiple destination nodes. We first introduce traffic pattern, multicast

routing algorithm with packet redundancy, and definition of packet delivery delay.

We then develop a Markov chain model to depict the packet delivery process under

the multicast routing algorithm. Based the Markov chain model, the analytic expres-

sions are derived for both mean value and variance of packet multicast delivery delay.

Finally, extensive simulation and theoretical results are provided to validate our the-

oretical multicast delay analysis and to illustrate the impact of system parameters on

multicast delay performance.

Chapter 7 Conclusion. We conclude the whole thesis by summarizing the main

contributions of this thesis, and discuss the future work.
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Chapter 2

Related Work

In this chapter, we present a survey of related work on the studies of unicast delivery

delay, multicast delivery delay and throughput capacity.

2.1 Unicast delivery delay

A lot of work has been dedicated to the study of packet delivery delay under unicast

traffic pattern by employing either erasure coding or packet redundancy technique in

MANETs. It was first demonstrated through simulation study in [2, 3] that erasure

coding technique can reduce variance of packet delivery delay and worst-case delay

in MANETs with opportunistic routing. By combining probabilistic routing and era-

sure coding, a novel routing algorithm was proposed in [6] to improve packet delivery

delay performance in opportunistic MANETs. Hanbali et al. [5] developed a simple

theoretical model to analyze delay performance under two-hop relay and erasure cod-

ing in a very simple network scenario, where there is only one source-destination pair

and the source node has only one single packet to be delivered. Also, a simple coding

technique was considered [5], in which a single packet (message) is first divided into

multiple blocks and these blocks are then encoded into code blocks for transmission.

Later, Liu et al. [7] extended the work in [5] to a more general network scenario with

multiple source-destination pairs. Recently, Chen et al. [4] tried to combine erasure

coding and packet redundancy techniques for improving delay performance in special
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MANETs, where interference among simultaneous transmissions is neglected. Also,

only simulation results are provided in [4] for performance evaluation.

Applying packet redundancy technique for the study of packet delivery delay in

MANETs has been explored under various mobility models, like under the i.i.d. mo-

bility model in [8], under the Brownian mobility in [23], as well as under the hybrid

random walk model and discrete random direction model in [24]. Delay performance

modeling under packet redundancy technique has also been extensively studied re-

cently. The work [9, 25, 26] conducted delay modeling under a simple network sce-

nario, where only one source-destination pair is available in the network. Later, Liu

et al. [11, 12] explored delay modeling under more general network scenarios with

multiple source-destination pairs.

Recently, a lot of research efforts have been devoted to the study of packet deliv-

ery delay adopting packet redundancy technique in DTNs (delay tolerant networks),

a special class of sparse MANETs where interference among transmissions can be

neglected. Spyropoulos et al. [27] proposed a single period routing algorithm (called

spray and wait) for the study of delay performance in DTNs, and Bulut et al. [10]

extended the algorithm in [27] and further proposed a more general multi-period

spraying algorithm in DTNs. Panagakis et al. [9] developed a theoretical framework

for delay modeling in DTNs with packet redundancy.

The aforementioned work on the study of packet delivery delay in MANETs mainly

adopts erasure coding and packet redundancy techniques separately. Different from

existing work, we propose a Markov chain-based theoretical model to analytically

study packet delivery performance in MANETs with a combination of erasure coding

and packet redundancy, which has a flexible trade-off between packet delivery delay

and delay variance. Here, we adopt a general two-hop relay routing algorithm for

packet routing. It is notable that the general routing algorithm covers available

routing algorithms with pure erasure coding , e.g., [28, 29], or pure packet redundancy,

e.g., [8, 22], as special cases.
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2.2 Multicast delivery delay

Multicast in MANETs is a fundamental routing service for supporting many practi-

cal applications with one-to-many communication pattern [30–39], like the informa-

tion exchanges among a group of soldiers in battlefield communication, emergency

communications among the rescuers in disaster relief, video conferencing, real-time

monitoring, VoIP, etc. For an efficient support of these critical multicast-intensive ap-

plications in the future MANETs, multicast delivery delay analysis in such networks

has been a critical research issue, where multicast delay is defined as the time it takes

for a packet to be delivered out to all its destination nodes. However, the multicast

delay analysis is extremely complicated because of dynamic network topology and

multiple destination nodes associated with each node. By now, the multicast delay

performance still remains largely unexplored in MANETs.

Recently, some work has reported the asymptotic bounds on the multicast delay

in MANETs. Wang et al showed in [40, 41] that by adopting packet redundancy

technique in MANETs, a multicast delay of Θ(
√
nlogk) is achievable under a two-hop

relay algorithm, which is better than the Θ(nlogk) delay reported without packet

redundancy, where n represents the number of nodes in the considered networks and

k is the number of destination nodes associated with each source node. Wang et al

also showed in [42] packet redundancy technique can improve the multicast delay per-

formance in MANETs under two different mobility models, where nodes move either

in a local region or in a global region. Later, Wang et al found in [43] that under

the two-hop relay algorithm with packet redundancy, cooperation among destination

nodes can achieve the multicast delay smaller than Θ(
√
n) in MANETs. More re-

cently, Liu et al studied in [44] the asymptotic multicast delay in sparse MANETs

and showed that the multicast delay can achieve Ω(logk · n2(γ+ω)), Ω(logk · n2(γ+ω))

and O
(

max
{

log n−k
n−k−f

,
logk
f

}

· n2(γ+ω)
)

under three packet delivery algorithms: one-

hop relay, two-hop relay without packet redundancy and two-hop relay with packet

redundancy, respectively, where the network area is first evenly divided into n2γ cells

and each cell is then divided into n2ω equal subcells (γ, ω ≥ 0, γ + ω > 1/2).
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We note that although asymptotic results can help us understand how the mul-

ticast delay varies with network size and the number of destination nodes associated

with each source node, they can not be used to estimate the actually achievable delay

performance, which provides more meaningful insights for network designers. Re-

cently, Li et al in [45] studied the exact multicast delay with the help of a Makov

chain model and showed how the selfish behaviors of nodes affect the delay per-

formance in DTNs, i.e., a class of very sparse MANETs where the interference is

neglected.

It is notable that the available work on MANET multicast delay investigated

either the asymptotic multicast delay or the exact multicast delay in special MANETs

where the interference and medium access contention are largely neglected, therefore

these results can not be used to estimate the actual multicast delay performance in

general MANETs. In this thesis, we study the exact multicast delay performance in

a general MANET where both the interference and medium access control are taken

into account.

2.3 Throughput capacity

Throughput capacity of MANETs (i.e., the maximum throughput that the networks

can stably support) serves as a fundamental guideline for the development and com-

mercialization of such networks [1, 14, 15, 20], and still remains largely unknown by

now [46].

To study the important yet challenging research problem on throughput capac-

ity, a lot of efforts have been conducted since the breakthrough work of Gupta and

Kumar [13]. The work of [13] showed that the per node throughput capacity scales

as Θ(1/
√
nlogn) in wireless ad hoc network without node mobility, where n is the

number of nodes in the network.1 The result suggests that the per node throughput

capacity diminishes with increase of n. Later, some work [16–18] indicated similarly

1Recall the following notation [47]: f(n) = Θ(g(n)) means that f(n) = O(g(n)) and g(n) =
O(f(n)), where f(n) = O(g(n)) means that there exists a constant c and integer N such that
f(n) ≤ cg(n) for n > N .
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pessimistic results that the per node throughput capacity tends to 0 as n goes to

infinity in the network. Many studies tried to improve the throughput capacity by

introducing node mobility in wireless ad hoc network. In the seminal work [48], Gross-

glauser and Tse investigated the throughput capacity of MANETs and showed that

the per node throughput capacity can achieve Θ(1) under a two-hop relay routing

when nodes follow independently and identically distributed (i.i.d.) mobility model.

Following [48], the per node throughput capacity of Θ(1) has also been proved to be

achievable under various mobility models, like the Brownian mobility model [49], the

random walk model [50] and the restricted mobility model [51]. In addition, there

also exist some work that explored the trade-off between throughput capacity and

delay in MANETs [19–21].

The research discussed above mainly focus on deriving order sense results on

throughput capacity. Although the scaling law results can help us to understand the

general trends of throughput capacity as network size scales, it tells little information

on the actually achievable throughput capacity of a network, which would greatly

facilitate the design and optimization in practical MANET applications. To this end,

some initial work has been conducted for the exact throughput capacity. Neely et

al. [8, 52] derived the exact throughput capacity of cell-partitioned MANETs under

i.i.d. mobility model and Markovian mobility model, respectively. Gao et al. [53]

later extended the above work to that with a group-based scheduling scheme and

proved the exact throughput capacity there by adopting Lyapunov drift technique.

Also, Liu et al. [22] investigated the exact throughput capacity under a two-hop relay

routing with packet redundancy in MANETs.

Recently, erasure coding technique has been playing an increasingly important

role in improving the performance of MANETs such as delivery ratio, delivery delay

and throughput capacity [2, 3, 6, 28, 29, 54–58]. Specifically, Ying et al. [58] employed

joint coding-scheduling algorithms to achieve optimal order sense trade-off between

throughput capacity and delay in MANETs using erasure coding technique. Later,

Kong et al. [29] proposed an erasure coding based two-hop relay routing and showed

that it not only provides a significant improvement in order sense trade-off between
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throughput capacity and delay in MANETs, but also offers potential benefits on

robustness and security.

It is notable that all the aforementioned erasure coding based work on through-

put capacity in MANETs assume that the number of coded packets can be arbitrar-

ily large. However, a large number of coded packets will cause high computational

complexity in encoding and decoding operations and thus consume a lot of limited

resources of MANETs. Hence, an interesting issue raised naturally in this context is

how to improve the throughput capacity in MANETs under an erasure coding based

routing with a limited number of coded packets. Answering this question would pro-

vide helpful fundamental insights into the understanding and design of MANETs. To

the best of our knowledge, this issue remains an unexplored area in the literature.

In order to address the above issue, this thesis studies the exact throughput capac-

ity in MANETs under the general two-hop relay routing algorithm which combines

both erasure coding and packet redundancy [8, 22] techniques, which is introduced in

chapter 3. Under the routing algorithm, a source node first employs erasure coding

technique to encode a group of x packets into g (g ≥ x) distinct coded packets, and

then dispatches at most f copies of each coded packet to different relay nodes that

help to forward them to the destination node. All packets can be recovered once the

destination node receives any x distinct coded packets of the group.

10



Chapter 3

Preliminaries

In this chapter, we first introduce system models of this thesis, regarding network

model, mobility model and communication model in MANETs, and then present

transmission scheduling scheme to support as many simultaneous transmissions as

possible without interfering with each other over a shared channel.

3.1 System Models

3.1.1 Network and Mobility Models

As shown in Fig. 3-1, the considered MANET consists of n mobile nodes moving

over a unit square region where the opposite edges are wrap-around, i.e., when a

node reaches an edge, it will move across and appear in the opposite side of the

network area. Time is slotted into non-overlapping time slots of unit duration and

the network area is evenly partitioned into m×m squares (cells) with the same side

length 1/m [8, 20, 29, 52, 58, 59]. The nodes in the network move among these cells

following the widely used independently and identically distributed (i.i.d.) mobility

model [8, 20, 40, 52, 58, 59]. According to the i.i.d. mobility model, each node

independently and randomly selects one from m2 cells with the probability of 1/m2

at the beginning of each time slot, then moves to the selected cell and resides in it

for the time slot.

11
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Figure 3-1: A snapshot of a cell-partitioned MANET with m = 12.

3.1.2 Communication Model

Similar to previous studies [18, 20, 53, 60], we consider a local transmission scenario

where a transmitting node (transmitter) can only transmit to those nodes (receivers)

in the same cell or in its eight neighboring cells. Two cells are called neighboring cells

if they share a common point.

We adopt the widely used protocol model [13] here to ensure that each transmis-

sion will not be interrupted by interference from other concurrent transmissions. In

particular, for three nodes i, j and k in time slot t, we use Xi(t), Xj(t) and Xk(t) to

denote their locations, respectively and use |Xi(t)−Xj(t)| (resp. |Xk(t)−Xj(t)|) to
denote the Euclidean distance between i and j (resp. k and j). Suppose that in time

slot t, node j is in the same cell of i or its eight neighboring cells and that node i is

12
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Figure 3-2: Illustration of equivalent-class based scheduling model with m = 12 and
α = 4.

transmitting a packet to node j in this time slot, then node j can receive this packet

successfully if and only if for any other transmitting node k in the network,

|Xk(t)−Xj(t)| ≥ (1 + ∆)|Xi(t)−Xj(t)|, (3.1)

where ∆ > 0 is a guard factor that represents a guard zone around each receiver.

We adopt the widely used assumption of communication model in this thesis

mainly due to the following two reasons. First, it provides necessary mathematical

tractability. Second, the analysis based on the assumption still provides meaningful

theoretical performance results.
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3.2 Transmission Scheduling Scheme

In order to support simultaneous transmissions as many as possible, we adopt an

equivalent-class based transmission scheduling scheme to coordinate these transmis-

sions without interfering with each other [60, 61]. According to this scheme, all cells

in the network are divided into α2 distinct equivalent-classes. In each equivalent-

class, a cell is separated from another cell by a distance of some multiples of α cells in

horizontal and vertical directions, respectively (e.g., in Fig. 3-2 all dark gray cells of

the equivalent-class denoted by 1). To fairly use the shared channel, these equivalent-

classes will become active in turn. The cells in an active equivalent-class are called

active cells, each of which only allows a node randomly selected from all nodes in this

cell to execute a transmission in this time slot.

To prevent concurrent transmissions from being interfered with each other in

an equivalent-class, we must determine the parameter α appropriately. As shown

in Fig. 3-2, suppose that a transmitter S1 is transmitting to a receiver R1. Since

each transmitter can only transmit to the receivers in the same cell or in its eight

neighboring cells, the maximum distance r between S1 and R1 is 2
√
2/m. We can see

from Fig. 3-2 that the minimum distance between R1 and the most possibly closest

concurrent transmitter S2 is (α − 2)/m. For the transmission between transmitter

S1 and its receiver R1 to be successful, the following condition should be satisfied

according to the protocol model [13]:

(α− 2)/m ≥ (1 + ∆)2
√
2/m. (3.2)

Notice that α ≤ m. Therefore, to maximize the number of active cells (m2/α2) in

one active equivalent-class, the parameter α can be calculated as

α = min{⌈2
√
2∆ + 2(1 +

√
2)⌉, m}, (3.3)

where ceiling function ⌈·⌉ returns an integer number rounded up.
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3.3 Summary

In this chapter, we introduced the considered MANETs, including the cell-partitioned

network model, the i.i.d. mobility model, the communication model. In order to

to schedule as many simultaneous transmissions as possible in a cell-partitioned net-

work, we defined the equivalent-class based scheduling scheme, where the transmission

scheduling is introduced.
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Chapter 4

Unicast Delivery Delay Study for

MANETs with Erasure Coding

and f-cast Relay

Packet delivery delay in MANETs is critical to support unicast-intensive applications

in such networks. To study the packet delivery delay in MANTEs with erasure cod-

ing and packet redundancy, this chapter proposes a discrete time multi-dimensional

Markov chain model to depict the packet delivery process under a general routing

algorithm adopted in our study, where a group of x packets at source node are first

encoded into g (x · τ) encoded packets using erasure coding, and each encoded packet

is then delivered to at most f distinct relay nodes, which is called f -cast relay here.

Based on this Markov chain model, analytical expressions are further derived for the

mean and variance of packet delivery delay.

4.1 System Assumptions and Performance Metric

In this section, we first introduce the traffic pattern, then introduces a two-hop re-

lay algorithm with erasure coding and packet redundancy, and finally provide the

definition of packet delivery delay adopted in our study.
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Figure 4-1: Illustration of erasure coding with replication factor τ ≥ 1.

4.1.1 Traffic Pattern

We consider the widely used permutation traffic pattern [7, 62, 63], where each node

is the source of one flow and the destination of another flow. Here, one flow corre-

sponds to one source-destination (S-D) pair. Without loss of generality, we assume

n source-destination pairs are as follows: 1 → 2, · · · , i → i + 1, · · · , n → 1, where

the destination of node i is node i + 1 , and the destination of node n is node 1.

We assume that the total number of bits that can be transmitted between a node

pair is normalized as one packet per time slot. We further assume that there are no

constraints of nodes’ buffer size and packet loss.

4.1.2 Two-hop relay routing algorithm with erasure coding

and packet redundancy

To better understand the considered routing algorithm, we first introduce erasure

coding technique. The main idea of erasure coding with replication factor τ ≥ 1 is

shown in Fig. 4-1, where a coding group of x packets at source node are first encoded

into g (g = τ ·x) equal-sized coded packets, and these x packets can then be decoded

18



at destination node when x′ ≥ x distinct coded packets are received [2].

We use one simple example here to illustrate the basic encoding and decoding

processes in erasure coding. For a coding group (s1, s2, s3)
T of three packets s1, s2

and s3, we encode them into six coded packets (c1, c2, · · · , c6)T with replication factor

τ = 2 as

(c1, c2, · · · , c6)T = G · (s1, s2, s3)T , (4.1)

hereG is a 6-by-3 generator matrix of the erasure coding. Suppose that coded packets

c2, c3 and c5 have been received at destination node, then we have

(c2, c3, c5)
T = G′ · (s1, s2, s3)T , (4.2)

where G′ is a 3-by-3 submatrix composed of the 2th, 3th and 5th rows of matrix G.

Based on the property of G that a submatrix composed of any of its 3 rows will be

an invertible matrix [64], we know that G′ is invertible. Thus, the original packets

s1, s2 and s3 can then be decoded as

(s1, s2, s3)
T = (G′)−1 · (c2, c3, c5)T . (4.3)

Without loss of generality, we focus on one source-destination pair with source

node S and destination node D in our discussion. Fig. 4-2 shows the mechanism of

the routing algorithm, including the processes of erasure coding, packet delivery and

decoding. For a specified coding group, the source node S first encodes x packets into

multiple distinct coded packets, and then S will distribute redundant copies for each

coded packet (e.g., coded packet P ) to at most f distinct relay nodes, and these relay

nodes (also source node S) will finally deliver each coded packet to the destination

node D. After receiving x distinct coded packets of the coding group, D can finally

decoded the packets group. To simplify the analysis, we assume that each relay node

will carry at most one coded packet for any particular coding group.
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Figure 4-2: Illustration of the routing algorithm for a tagged source-destination pair.

(1) and (3) denote the encoding and decoding processes at S and D, respectively.

(2) denotes the packet delivery process, where 1© illustrates that S is transmitting

coded packet P to D with the help of relay nodes; 2© illustrates that S is directly

transmitting coded packet P ∗ to D.

Before introducing the routing algorithm, we first define the following terms.

• New coded packet and non-new coded packet: A coded packet is called

20



a new coded packet if it has not been received yet by its destination; otherwise,

it is a non-new coded packet.

• Utilized relay node and unutilized relay node: A relay node is called a

utilized relay node of a specified coding group if it carries a new coded packet

of the coding group; otherwise, it is called an unutilized relay node.

• Local-queue: S maintains a local-queue to store coded packets of the packets

generated at S, which will be replicated to relay nodes later.

• Backup-queue: S maintains a backup-queue to store its coded packets whose

f copies have been sent out but their reception at D has not been confirmed

yet.

• Relay-queue: S (as a relay node) also maintains n− 2 relay-queues for other

n−2 source-destination pairs to store their coded packets (one queue per source-

destination pair).

Based on above definitions, the considered routing algorithm is summarized in

Algorithm 1.

Notice that in the above relay-to-destination transmission, node S acts as a relay

that helps to forward coded packets to destinations for other n−2 source-destination

pairs. Regarding the traffic model in the routing algorithm, there exist in total n flows,

each of which corresponds to one source-destination pair, since there are n mobile

nodes in the network and each node is the source of one flow and the destination of

another flow. Each node can be a potential relay for other n − 2 flows (except the

two flows originated from and destined for itself).

4.1.3 Performance Metric

Delivery Delay: For a specified coding group, the delivery delay of a packet in it

is defined as the time duration starting from the time slot when source S starts to

replicate the first coded packet of the group to the time slot when destination D has

received x distinct coded packets of the group.
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Algorithm 1 Routing Algorithm:

Encoding:
Source S encodes a group of x packets into τ · x coded packets that are stored
into its local-queue.

Delivery:
1. if S gets a transmission opportunity at a time slot then
2. if D is within the transmission range of S then
3. S executes Procedure 1;
4. else
5. S selects to perform source-to-relay transmission or relay-to-destination

transmission with equal probability;
6. if S schedules a source-to-relay transmission then
7. S executes Procedure 2;
8. else if S schedules a relay-to-destination then
9. S executes Procedure 3;
10. end if
11. end if
12. end if
Decoding:

Destination D will decode the group of x packets when it receives x distinct coded
packets of the group;

Procedure 1 Source-to-destination transmission:
1. S initiates a handshake to check which coded packets of the coding group have

been received by D.
2. if the head-of-line coded packet Ph in local-queue is a new coded packet then
3. S transmits Ph to D;
4. else if there exists a new coded packet waiting behind Ph in local-queue then
5. S transmits the coded packet to D;
6. else if there exists a new coded packet in backup-queue of S then
7. S transmits the coded packet to D;
8. end if

S deletes all the non-new coded packets in its local-queue and backup-queue;

It is notable that with routing algorithm, packets of a coding group are first

encoded together as encoded packets, so essentially they are dispatched from S at the

same time and also they are received by D at the same time (i.e., when x distinct

coded packets are received). Thus, each packet of a coding group experiences the

same delivery delay defined above.
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Procedure 2 Source-to-relay transmission:

1. S randomly selects a node as relay node R within its transmission range;
2. if R is an unutilized relay node then
3. S transmits a copy of head-of-line coded packet Ph in its local-queue to R;
4. if f copies of Ph have already been delivered out then
5. S puts Ph to the end of its backup-queue, and then moves ahead remain-

ing coded packets in its local-queue;
6. end if
7. else
8. S keeps idle at this time slot;
9. end if

Procedure 3 Relay-to-destination transmission:

1. S randomly selects a node as destination node V within its transmission range;
2. S initiates a handshake to check which coded packets of the coding group that V

is requesting have been received by V .
3. if there exists a new coded packet of the coding group in its relay-queue specified

for V then
4. S transmits the coded packet to V ;
5. else
6. S keeps idle at this time slot;
7. end if

S deletes all non-new coded packets destined for V from its relay-queue;

4.2 Markov Chain Model

To depict the packet delivery process under the considered routing algorithm, we

adopt a three-tuple (i, j, k) to denote general transient state for coded packets of a

coding group, where source S is delivering the jth (1 ≤ j ≤ f) copy of the ith (1 ≤ i ≤
τ · x) coded packet of the group, and destination D has received k (0 ≤ k < x, k ≤ i)

of τ · x coded packets. We further use to (∗, ∗, k) to denote the transient state that

S has already finished dispatching all copies of τ · x coded packets while D has only

received k (0 ≤ k < x) distinct coded packets of them. Suppose that current transient

state is (i, j, k), based on this considered routing algorithm we can see that only one

of the following four transmission cases will happen in the next time slot.

• SR case: Source-to-relay transmission, i.e., S successfully delivers the jth copy

of the ith coded packet to an unutilized relay node. As shown in Fig. 4-3(a),

under the SR case, the state (i, j, k) can transit to any of its three neighboring
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states depending on indexes i and j.

• RD case: Relay-to-destination transmission, i.e., a helping-node successfully

delivers a new coded packet to D. As shown in Fig. 4-3(b), under the RD case,

the state (i, j, k) can only transit to state (i, j, k + 1).

• SR+RD case: Both source-to-relay transmission and relay-to-destination trans-

mission happen simultaneously. As shown in Fig. 4-3(c), under the SR + RD

case, the state (i, j, k) can transit to any state of (i, j+1, k+1), (i+1, 1, k+1)

and (∗, ∗, k + 1).

• SD case: Source-to-destination transmission, i.e., S successfully delivers a new

coded packet to D. As shown in Fig. 4-3(d), under the SD case, the state

(i, j, k) can transit to any of states (i+1, 1, k+1), (i+2, 1, k+1) and (∗, ∗, k+1),

depending on indexes i and k.

Notice that the source S always delivers out coded packet sequentially, thus a

coded packet delivered out earlier from its source S will be likely received early at its

destination D. To simplify the analysis, under the SD case we assume that for the

transient state (i, j, k) with k < i < τ · x, S is delivering the ith coded packet but less

than i distinct coded packets have been received by D. Thus, under the SD case in

Fig.4-3(d), the transient state (i, j, k) will always transit to the state (i+ 1, 1, k + 1)

when k < i < τ · x.

Based on the transient states in Fig.4-3, the packet delivery process under the

considered routing algorithm can be depicted by a discrete time multi-dimensional

Markov chain model shown in Fig.4-4, where A denotes the absorbing state that

destination D has received x distinct coded packets of the specified coding group.

As illustrated in Fig.4-4, we denote by β the total number of transient states in

the Markov chain model, then β is determined as

β = (2τx2 − x2 + 3x− 2) · f/2 + 1, (4.4)
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Figure 4-3: The transition diagrams of the state (i, j, k), where 1 ≤ i ≤ τ · x,
1 ≤ j ≤ f , and 0 ≤ k < x, k ≤ i.

where all β transient states are arranged into x columns. We number these transient

states sequentially as 1, 2, 3 , . . . , β, and number the absorbing state A as β + 1, in a

top-to-down and left-to-right way. Thus, the number of transient states ck in the kth

column (0 ≤ k ≤ x− 1) can be determined as

ck =











τx · f + 1 if k = 0,

(τx+ 1− k) · f if 1 ≤ k ≤ x− 1.

(4.5)

For the lth transient state of the kth column in Fig.4-4, l ∈ [1, ck], k ∈ [0, x − 1],

the number of utilized relay nodes uh and the number of unutilized relay nodes uc

can be determined as:

• When k = 0

uh = l − 1, (4.6)

uc = n− l − 1. (4.7)
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Figure 4-4: Absorbing Markov chain for the considered routing algorithm. For sim-
plicity, the transition back to each transition state itself is not shown.

• When k ∈ [1, x− 1]

uh ≈











0 if l < f,

l − f if l ≥ f,

(4.8)

uc ≈











n− 2 if l < f,

n− 2− l + f if l ≥ f,

(4.9)

4.3 Packet Delivery Delay Modeling

Based on the Markov chain model in Fig.4-4, we proceed to analyze the packet delivery

delay and related delay variance under the considered routing algorithm.

4.3.1 Expected Packet Delivery Delay and Delay Variance

For the Markov chain model in Fig.4-4, we use random variable tk to denote the time

it takes for the chain to reach the absorbing state A starting from the kth transient

26



state (1 ≤ k ≤ β). Thus, the expected value E{t1} of t1 just corresponds to the

expected packet delivery delay under the considered routing algorithm.

To derive E{t1}, we first need to determine the values of vector t = (E{t1}, E{t2},
. . . , E{tβ})T . Using the first step analysis, we have

E{tk} =

β+1
∑

l=1

qkl(1 + E{tl}) = 1 +

β
∑

l=1

qklE{tl} (4.10)

where qij denotes the transition probability from the ith state to the jth state. Notice

that E{tl} = 0 when l = β + 1.

We define a matrix P = (qij)(β+1)×(β+1) and a submatrix Q consisting of rows 1

through β and columns 1 through β of matrix P. Then, we can rewrite (4.10) as

t = (1, 1, · · · , 1)T +Qt. (4.11)

Thus, we have

t = (I−Q)−1 · (1, 1, · · · , 1)T , (4.12)

where I denotes a β-by-β identity matrix.

Let N denote the fundamental matrix of the Markov chain in Fig.4-4. According

to Markov chain theory [65], we have

N = (I−Q)−1. (4.13)

By substituting (4.13) into (4.12), we have

E{t1} =

β
∑

i=1

N(1, i), (4.14)

where N(1, i) denotes the (1, i)-entry of N.
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We proceed to derive variance V ar{t1} of packet delivery delay. Since

V ar{t1} = E{t21} − (E{t1})2, (4.15)

we need to determine E{t21} to obtain V ar{t1}. Notice that

E{t2i } =

β+1
∑

l=1

qilE{(1 + tl)
2} =

β
∑

l=1

qilE{t2l }+ 2

β
∑

l=1

qilE{tl}+ 1. (4.16)

We define tsq = (E{t21}, E{t22}, . . . , E{t2β})T , then we can rewrite (4.16) as

tsq = Q · tsq + 2Q · t+ (1, 1, · · · , 1)T . (4.17)

Combining (4.12), (4.13) and (4.17), we obtain

tsq = N(2Q ·N+ I)b, (4.18)

where b = (1, 1, · · · , 1)T . Thus, E{t21} can be evaluated based on (4.18).

We can see from (4.14), (4.15) and (4.18) that we need to determine Q and N for

the evaluation of E{t1} and V ar{t1}.

4.3.2 Derivation of Matrix Q

To simplify the calculation, we arrange Q as the following partitioned matrices

Q =



































Q0 Q′
0

Q1 Q′
1

. . .
. . .

Qk Q′
k

. . .
. . .

Qx−2 Q′
x−2

Qx−1



































, (4.19)
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where {Qk} and {Q′
k} denote the main diagonal and upper diagonal blocks (sub-

matrices) of Q, and all other blocks are zero matrices and thus are omitted here. The

block Qk of size ck× ck defines the transition probabilities among the transient states

of the kth column in the Markov chain model, while the block Q′
k of size ck × ck+1

defines the transition probabilities from the transient states of the kth column to that

of the (k + 1)th column in the Markov chain model.

We first establish the following lemmas regarding some basic probabilities in the

Markov chain model of Fig.4-4, which will help us to derive the matrix Q.

Lemma 1. For a time slot and a given S-D pair, let p0 denote the probability that S

is scheduled to conduct SD transmission, and let p1 denote the probability that S is

scheduled to conduct SR transmission or RD transmission. Then we have

p0 =
1

α2

(

9n−m2

n(n− 1)
−
(

1− 1

m2

)n−1
8n+ 1−m2

n(n− 1)

)

, (4.20)

p1 =
1

α2

(

m2 − 9

n− 1

(

1−
(

1− 1

m2

)n−1)

−
(

1− 9

m2

)n−1)

. (4.21)

Lemma 2. For a given S-D pair, suppose that at current time slot there are h utilized

relay nodes and c unutilized relay nodes. For the next time slot, we use prev(h),

pdev(c) and psim(h, c) to denote the probability that destination D will receive a new

coded packet, the probability that S will successfully deliver out a coded packet to an

unutilized relay node and the probability of simultaneous SR and RD transmissions,

respectively. Then we have

prev(h) = p0 +
h

2(n− 2)
p1, (4.22)

pdev(c) =
c

2(n− 2)
p1, (4.23)

psim(h, c) =
hc(m2 − α2)

4m2α4

n−5
∑

k=0

(

n− 5

k

)

ψ(k)

·
{

n−k−4
∑

t=0

(

n− k − 4

t

)

ψ(t)

(

1− 18

m2

)n−k−t−4}

, (4.24)
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where

ψ(θ) =
9( 9

m2 )
θ+1 − 8( 8

m2 )
θ+1

(θ + 1)(θ + 2)
. (4.25)

The proof of lemma 1 and lemma 2 is similar to that in [22], so we omit it here.

Based on the results of above lemmas, we can determine matrix Q as follows.

• When k = 0, the non-zero entries of Q0 and Q′
0 can be determined as

Q0(i, i) =



























1− prev(τx · f) if i = c0,

1− pdev(uc)− prev(uh)

+psim(uh, uc) if i ∈ [1, c0),

(4.26)

Q0(i, i+ 1) = pdev(uc)− psim(uh, uc) if i ∈ [1, c0), (4.27)

Q′
0(i, i) = psim(uh, uc) if i ∈ [2, c0), (4.28)

Q′
0(i, i− 1) =



























prev(τx · f) if i = c0,

prev(uh)− p0

−psim(uh, uc) if i ∈ [2, c0),

(4.29)

Q′
0(i, f ·

⌈ i

f

⌉

) = p0 if i ∈ [1, c0). (4.30)

• When k ∈ [1, x− 1], the non-zero entries of Qk can be determined as
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Qk(i, i) =







































1− p0 − pdev(uc) if i ∈ [1, f ],

1− pdev(uc)− prev(uh)

+psim(uh, uc) if i ∈ [f + 1, ck),

1− prev(uh) if i = ck,

(4.31)

Qk(i, i+ 1) =











pdev(uc) if i ∈ [1, f ],

pdev(uc)− psim(uh, uc) if i ∈ [f + 1, ck).

(4.32)

• When k ∈ [1, x− 2], the non-zero entries of Q′
k can be determined as

Q′
k(i, i− f + 1) = psim(uh, uc) if i ∈ [f + 1, ck), (4.33)

Q′
k(i, i− f) =



























prev(uh) if i = ck,

prev(uh)− p0

−psim(uh, uc) if i ∈ [f + 1, ck),

(4.34)

Q′
k(i, f) = p0 if i ∈ [1, f ], (4.35)

Q′
k(i, f ·

⌊ i

f

⌋

) = p0 if i ∈ [f + 1, ck). (4.36)

4.3.3 Derivation of the Matrix N

For the Markov chain model in Fig.4-4, we can actually partition the fundamental

matrix N into x-by-x blocks N = (Nij)x×x, where the block Nij corresponds to the

expected number of times in the transient states of the (j−1)th column of the Markov

chain model given that Markov chain starts from the transient states of the (i− 1)th

column. We define a matrix H = I −Q, so we obtain H−1 = N. Since H can also

be defined in block structure, we use {Hk} and {H′

k} to denote the main diagonal

and upper diagonal blocks of H, respectively. Then we have
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H
′

k(i, j) = −Q
′

k(i, j), (4.37)

Hk(i, j) =











1−Qk(i, j) if i = j,

−Qk(i, j) otherwise.

(4.38)

Based on the definition of Qk, we know that 0 < Qk(i, i) < 1 , Qk(i, i + 1) > 0,

so 0 < Hk(i, i) < 1, Hk(i, i+ 1) < 0, and all other entries of Hk are zero. It is easy

to see that | Hk |6= 0, so Hk is an invertible matrix.

To derive N = H−1 based on elementary row operations, we first construct a

combined matrix [H | I] consisting of matrix H and the identity matrix I of the same

size. By applying elementary row operations to the combined matrix, we get [I | N],

so we have

N =





























H−1
0 · · · · · · · · · N1j · · ·

. . . · · · · · · · · · · · ·
H−1

i · · · Nij · · ·
. . . · · · · · ·

. . . · · ·
H−1

x−1





























. (4.39)

Notice that N is an upper triangle matrix, the (i, j)-entryNij ofN is then determined

as

Nij = (−1)j−i

( j−2
∏

k=i−1

H−1
k H′

k

)

H−1
j−1, (4.40)

where i∈ [1, x], j∈ (i, x].

The (4.39) and (4.40) indicate that inverse matrix H−1
k needs to be derived. Based

on elementary row operations, we have
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H−1
k =





























1
Hk(1,1)

· · · · · · · · · H−1
k (1, j) · · ·

. . . · · · · · · · · · · · ·
1

Hk(i,i)
· · · H−1

k (i, j) · · ·
. . . · · · · · ·

. . . · · ·
1

Hk(ck,ck)





























. (4.41)

We can see that matrix H−1
k is also an upper triangle matrix, and its (i, j)-entry

H−1
k (i, j) can be evaluated as

H−1
k (i, j) = (−1)j−i

( j−1
∏

z=i

Hk(z, z + 1)

Hk(z, z)

)

1

Hk(j, j)
(4.42)

where k ∈ [0, x− 1], i ∈ [1, ck], and j ∈ (i, ck].

4.4 Numerical Results

In this section, we first validate our theoretical models on expected packet deliv-

ery delay and delay variance, and then apply these models to illustrate how system

parameters will affect the delay performance.

4.4.1 Model Validation

A network simulator in C++ was developed to simulate the packet delivery process

under the considered routing algorithm and i.i.d. mobility model, where transmission

group with guard factor ∆ = 1 is adopted for transmission scheduling. For com-

parison, another two realistic mobility models, random walk model [66] and random

waypoint model [35], were also implemented in the simulator. Based on the simula-

tor, extensive simulations have been conducted for a network with n = 100, m = 16,

x = 2 and f = 3. Under different setting of replication factor τ , the corresponding
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theoretical and simulation results on expected value E{t1} and normalized standard

deviation δ =
√

V ar{t1}/E{t1} of packet delivery delay are summarized in Fig. 4-5.

We can see from Fig. 4-5 that our theoretical models on expected packet delivery

delay and delay variance are very efficient in capturing the delay behavior under the

i.i.d. mobility and the considered routing algorithm. It is interesting to notice in

Fig. 4-5 that with the considered routing algorithm, the delay behaviors under the

i.i.d. mobility and random waypoint are very similar each other, while the delay

under the random walk exhibits a different behavior. Thus, our theoretical models,

although was developed under the i.i.d. mobility model, can be used to predict the

delay behavior under the random waypoint mobility model as well. The results in

Fig. 4-5 also imply that in general both expected delay E{t1} and standard deviation

δ monotonically decrease as replication factor τ increases.

4.4.2 Performance Analysis

We now explore how the packet delivery delay performance (δ, E{t1}) of the con-

sidered routing algorithm varies with various parameters. With n = {100, 200, 300},
m = 16, τ = 2 and f = 3, we examine in Fig. 4-6 how E{t1} and δ vary with coding

group size x. One can observe from Fig. 4-6 that as x increases, E{t1} monotonically

increases while corresponding δ monotonically decreases. For example, for the setting

of n = 100, the E{t1} (resp. δ) at x = 3 is 3317.71 (resp. 0.429), which is almost 0.61

(resp. 1.62) times that of x = 6. The results in Fig. 4-6 indicate through a proper

control of coding group size x, a trade-off between E{t1} and δ can be initialized

according different delay (and variance) requirements of various applications.

For the scenarios of n = {100, 200, 300}, m = 16, τ = 2 and x = 3, Fig. 4-7

illustrates how E{t1} and δ vary with packet redundancy f . It is easy to see from

Fig. 4-7 that for given scenario, as f increases, the E{t1} (resp.δ) first decreases and

then increases, and there exists an optimum setting of f to achieve the minimum

E{t1} (resp.δ). For example, for the case n = 100 in Fig. 4-7, a minimal E{t1} (resp.

δ) of 3310.21 (resp. 0.384) is achieved at f = 4 (resp. f = 6). An increase in packet

redundancy f has two-fold effects on delay performance: on one hand, it increases
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the speed at which the destination receives a coded packet and thus decreases packet

delay; on the other hand, it decreases the speed at which the source distributes copies

of a coded packet and thus increases packet delay. When the first effect dominates

the second one, E{t1} decreases as f increases; when the second effect dominates the

first one, E{t1} increases as f further increases.

Finally, for the given setting of m = {24, 32, 40}, τ = 8, x = 3 and f = 3, we show

in Fig. 4-8 how E{t1} and δ vary with network size n. One can see from Fig. 4-8 that

for a given setting of m, we can find a most suitable network size n∗ (and thus most

suitable average node density n/m2) to achieve the minimum E{t1} (resp. δ). For

example, for the setting of m = 24, 32 and 40, the most suitable network size is 100,

150 and 250 (resp. 150, 200 and 200) for a minimum E{t1} (resp. δ). Actually, an

increase in network size n has two-fold effects on delay performance: on one hand, it

increases the speed at which a coded packet is distributed and thus decreases packet

delay; on the other hand, it decreases the speed at which the destination receives

a coded packet due to the negative effects of interference and medium contention

issues and thus increases packet delay. When the network is sparse, the first effect

dominates the second one, and thus E{t1} decreases as n increases; when the network

users become relatively densely distributed, the second effect dominates the first one,

and thus E{t1} increases as n further increases.
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Figure 4-5: Theoretical and simulation results for model validation.
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Figure 4-6: Delay performance vs. coding group size x.
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Figure 4-7: Delay performance vs. packet redundancy f .
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4.5 Summary

To study the delay performance in MANETs, this chapter adopts a general routing al-

gorithm by combining erasure coding and packet redundancy techniques. Theoretical

models were further developed to reveal the delay performance under the considered

routing algorithm. Numerical results indicate a flexible trade-off between expected

delivery delay and delay variance can be obtained through a proper setting of coding

group size x, replication factor τ and packet redundancy f . It is expected that the de-

lay performance study can facilitate various applications with different requirements

on delay and delay variance in future MANETs.
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Chapter 5

Throughput Capacity Study for

MANETs with Erasure Coding

and f-cast Relay

Throughput capacity is of great importance for the design and performance optimiza-

tion of MANETs. This chapter studies the exact throughput capacity of MANETs

under the routing algorithm introduced in chapter 4. Under this routing algorithm, a

source node first encodes a group of x packets into g (g ≥ x) distinct coded packets,

and then replicates each of the coded packets to at most f distinct relay nodes which

help to forward them to destination node. All original packets can be recovered once

the destination node receives any x distinct coded packets of the group. To study

the throughput capacity of MANETs, we first construct two absorbing Markov chain

models to depict the fastest packet distributing process at source and the fastest

packet receiving process at destination. Based on these two Markov chain models, an

analytical expression of the throughput capacity is further derived.

5.1 System Assumptions and Performance Metric

In this section, we first introduce the traffic pattern, and then define the throughput

capacity involved in our study.
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5.1.1 Traffic Pattern

We consider the random derangement traffic pattern [62]. Under this traffic pattern,

if we let φ(i) denote the destination node of the traffic flow originated from node

i, i = 1, 2, · · · , n, the source-destination pairs are matched at random such that the

sequence (φ(1), φ(2), · · · , φ(n)) is just a derangement of the set of nodes {1, 2, · · · , n},
e.g., φ(1) = 2, φ(2) = 3, · · · , φ(n) = 1 and φ(1) = 2, φ(2) = 1, · · · , φ(n − 1) = n,

φ(n) = n− 1. Accordingly, there are a total of n unicast traffic flows in the network.

Each node has one originating flow and one incoming flow and there is no overlapping

source or destination. Besides its own originating and incoming flows, each node also

serves as a relay node to help to forward the coded packets for the other n− 2 traffic

flows. We assume that the traffic flow originated at each node has an average input

rate λ (packets/slot). We further assume that there are no constraints of nodes buffer

size and packet loss.

5.1.2 Performance Metric

Throughput capacity: For a MANET with the considered routing algorithm, the

network is called stable under the packet input rate λ (packets/slot) to each node if

the queue length at each node will not grow to infinity as the time goes to infinity.

The per node throughput capacity (throughput capacity for brevity) is then defined

as the maximum value of λ that the network can stably support.

5.2 Markov Chain Models and Throughput Ca-

pacity

In this section, we first construct two absorbing Markov chain models to depict the

packet delivery process under the considered routing algorithm. With the help of the

Markov chain models, we then derive the exact throughput capacity.
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(b) Absorbing Markov chain for the fastest packet receiving process at destination D.

Figure 5-1: Two absorbing Markov chains. For each state, the transition back to
itself is not plotted for simplicity.

5.2.1 Markov Chain Models

For the specific traffic flow and a given coding group, under the considered routing

algorithm, we model two discrete-time absorbing Markov chain models illustrated in

Figs. 5-1(a) and 5-1(b) to depict the fastest packet distributing process at source S

and the fastest packet receiving process at destination D, respectively. The fastest

packet distributing process corresponds to the process from the beginning (that S

starts to distribute the first coded packet of the group and D also starts to request

for the group at the same time slot) to the end (that S finishes distributing coded
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packets of the group), while the fastest packet receiving process corresponds to the

process from the beginning (that D starts to request for coded packets of the group

and S has already distributed out all g coded packets of the group at the same time

slot) to the end (that D has received x distinct coded packets of the group).

As shown in Fig. 5-1(b), any transient state i represents that S has distributed out

all g·f copies of g coded packets for a given coding group, whileD has already received

any i (0 ≤ i < g) distinct coded packets of them; the absorbing state AD indicates

that D finishes the fastest packet receiving process, i.e., it has already received x

distinct coded packets of the group. For the Markov chain in Fig. 5-1(b), in each

time slot, only one of the following two transmissions will happen: a transmission

from source to destination and another transmission from relay to destination.

As shown in Fig. 5-1(a), any transient state (i, j, k) represents that S is distributing

the j-th (1 ≤ j ≤ f) copy of the i-th (1 ≤ i ≤ g) coded packet, while D has already

received k (0 ≤ k < x, k ≤ i) distinct coded packets of the group; the absorbing state

set AS = {a0, a1, ..., ax} indicates that S terminates the fastest packet distributing

process, i.e., it finishes copy transmission for coded packets of the group. Notice that

an absorbing state at (0 ≤ t ≤ x) in the set represents that D has already received t

distinct coded packets of the group.

In some time slot, suppose that the current state of the Markov chain in Fig. 5-1(a)

is (i, j, k), then in the next time slot, only one of the following four transmissions will

happen.

• Transmission from source to relay: S transmits the j-th copy of the i-th coded

packet to an unutilized relay node. Under this transmission, the state (i, j, k)

may transit to one of the states (i, j + 1, k), (i + 1, 1, k) and ak. If the states

can be reached, they should satisfy the following conditions: 1)j < f , 2)j = f

and i < g, and 3) j = f and i = x, respectively.

• Transmission from relay to destination: A utilized relay node transmits a new

coded packet to D. Under this transmission, the state (i, j, k) may transit to

the state (i, j, k + 1).
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• Concurrent transmissions: Both the transmission from source to relay and the

transmission from relay to destination happen concurrently. Under these trans-

missions, the state (i, j, k) may transit to one of the states (i, j + 1, k + 1),

(i + 1, 1, k + 1) and ak+1. If the states can be reached, they should satisfy the

following conditions: 1)j < f , 2)j = f and i < g, and 3) j = f and i = g,

respectively.

• Transmission from source to destination: S transmits a new coded packet di-

rectly to D. Under this transmission, the state (i, j, k) may transit to one of the

states (i+1, 1, k+1), (i+2, 1, k+1) and ak+1. If the states can be reached, they

should satisfy the following conditions: 1) k < i < g, 2) k = i and i < g − 1,

and 3) i = g, respectively.

For the case of transmission from source to destination, we assume that if k < i <

g, the current state (i, j, k) will transit to the state (i+1, 1, k+1). Under the current

state, regarding the ith (i > 1) coded packet, the other i− 1 coded packets that are

delivered out earlier by S will be probably received earlier by D, and the transmission

opportunities from source to destination is negligible in comparison with that from

source to relay or relay to destination in a large MANET, thus for this transmission

case, we can assume that the ith coded packet is not received by D before S conducts

this transmission from source to destination. Based on this assumption, the current

state will transit to the state (i+1, 1, k+1) under the transmission, when k < i < g.

We further observe from Fig. 5-1(a) that all transient states are arranged into x

columns along a direction from left to right in the Markov chain. Denoting Lk as the

number of transient states in the kth column (0 ≤ k ≤ x − 1), and it is determined

as

Lk =











gf if k = 0,

(g + 1− k)f − 1 if 1 ≤ k ≤ x− 1.

(5.1)

Denoting β as the total number of transient states, and we have

β =
1

2
(x− 1)(2f − fx− 2) + xgf. (5.2)
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5.2.2 Throughput Capacity

We denote by µ(g, x, f) per node throughput capacity under the considered routing

algorithm in a MANET, and then based on the Markov chain models, the per node

throughput capacity µ(g, x, f) is derived in the following Theorem:

Theorem 1. For the considered MANET, if its per node throughput capacity is de-

noted by µ(g, x, f), i.e., the network can stably support any packet input rate λ ≤
µ(g, x, f) under the considered routing algorithm, then we have

µ(g, x, f) = min

{

x

e1 ·N · e2
,

x
x−1
∑

i=0

1

p0+
(g−i)f
2(n−2)

p1

}

, (5.3)

where N denotes the fundamental matrix of the Markov chain in Fig. 5-1(a), e1 =

(1, 0, · · · , 0), e2 = (1, 1, · · · , 1)T , p0 denotes the probability that a node conducts a

transmission from source to destination and p1 denotes the probability that a node

conducts a transmission from relay to destination, for each traffic flow.

Proof. For the considered traffic flow, we denote by IRS and IRD the long-term av-

erage packet distributing rate at source S and the long-term average packet receiving

rate at destination D, respectively. They can be determined as

IRS = lim
t→∞

the number of distributed packets at S in (0, t]

t
, (5.4)

IRD = lim
t→∞

the number of received packets at D in (0, t]

t
. (5.5)

If the network is stable (i.e., the queue length at each node will not grow to infinity

as the time goes to infinity) under the packet input rate λ, then we have

λ = IRS = IRD. (5.6)

due to the fact that in a stable network, the long-term average rate of the packet

input is equal to that of the packet output.

We denote by tS and tD the shortest service time at source S (i.e., the shortest
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time S takes to distribute coded packets of a given coding group before it finishes

distributing them) and the shortest service time at destination D (i.e., the shortest

time D takes to receive x distinct coded packets of the coding group), respectively.

E{tS} and E{tD} represent their corresponding expected values, then we have

IRS ≤ x

E{tS}
, (5.7)

IRD ≤ x

E{tD}
, (5.8)

since x
E{tS}

represents that the maximum packet distributing rate at S and x
E{tD}

represents the maximum packet receiving rate at D.

Based on (5.6), (5.7) and (5.8), we have

λ ≤ min

{

x

E{tS}
,

x

E{tD}

}

. (5.9)

Since µ(g, x, f) is defined as the maximum value of λ that the network can stably

support under the routing algorithm, the µ(g, x, f) is given by

µ(g, x, f) = min

{

x

E{tS}
,

x

E{tD}

}

. (5.10)

Now, we only need to calculate E{tS} and E{tD}. Notice that the Markov chain

models in Figs. 5-1(a) and 5-1(b) depict that the fastest packet distributing process

at S and that the fastest packet receiving process at D, respectively. Thus, E{tS} is

the expected time the Markov chain in Fig. 5-1(a) takes to become absorbed starting

from the initial state (1, 1, 0), and E{tD} is the expected time the Markov chain in

Fig. 5-1(b) takes to get absorbed starting from the initial state 0.

We first derive the E{tS}. There are β transient states in Fig. 5-1(a), and they

are indexed sequentially as 0, 1, 2, · · · , β − 1 in a top-to-down and left-to-right way.

According to Markov chain theory, the fundamental matrix N of the Markov chain

47



in Fig. 5-1(a) is given by

N = (I−Q)−1, (5.11)

where I is a β-by-β identity matrix, matrix Q = (qi,j)β×β represents the transition

probabilities among all transient states of the Markov chain, and the ij-entry qi,j

denotes the transition probability from the ith transient state to the jth transient

state.

Since the ij-entry of matrix N represents the expected number of times in the

jth transient state until absorption given that the chain starts from the ith transient

state, we have

E{tS} = e1 ·N · e2, (5.12)

where e1 = (1, 0, · · · , 0) and e2 = (1, 1, · · · , 1)T .

We now proceed to derive E{tD}. All states of the Markov chain in Fig. 5-1(b)

are indexed sequentially as 0, 1, 2, · · · , x in a left-to-right way. We denote by Xi the

time it takes for the Markov chain in Fig. 5-1(b) to reach the absorbing state AD

given that the chain starts from the ith state (0 ≤ i ≤ x), and E{Xi} is the expected

value of Xi. We notice that E{tD} = E{X0}, we only need to derive E{X0}. Based
on the first step analysis in Markov chain theory, we have

E{Xi} =

x
∑

j=0

q′i,j(1 + E{Xj}) = 1 +

x
∑

j=0

q′i,jE{Xj}, (5.13)

where q′i,j denotes the transition probability from the ith state to the jth state.

Since except transiting back to itself, the ith transient state can only transit to

its next state (i.e., the (i + 1)th state), we have q′i,i+1 6= 0, and q′i,j = 0 when j 6= i

and j 6= i+ 1. We also know that q′i,i+1 = 1 − q′i,i, thus E{Xi} is further determined
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as

E{Xi} = 1 + q′i,iE{Xi}+ q′i,i+1E{Xi+1} =
1

q′i,i+1

+ E{Xi+1}. (5.14)

Notice that E{Xx} = 0 for the xth state, i.e., absorbing state AD. By iterating

the formula (5.14), we obtain

E{X0} =

x−1
∑

i=0

1

q′i,i+1

. (5.15)

Recall that the ith transient state in the Markov chain of Fig. 5-1(b) represents

that the source node S has distributed out all g · f copies of x code packets for the

group while the destination node D has received any i distinct coded packets of them.

In current time slot, if the chain is in the ith transient state, there are (g−i)f utilized

relay nodes each carrying a new coded packet for the group. Then in the next time

slot, the Markov chain will transit to the next state (i.e., the (i + 1)th state) if D

receives a new coded packet either from S or one of the (g− i)f utilized relay nodes.

Notice that these (g − i)f + 1 events are mutually exclusive. Since the probabilities

that D receives a new coded packet from S and from a utilized relay node are p0 and

p1
2(n−2)

, respectively, q′i,i+1 can be obtained by summing over the probabilities of these

(g − i)f + 1 events and substituting it into (5.15) yields:

E{X0} =

x−1
∑

i=0

1

p0 +
(g−i)f
2(n−2)

p1
, (5.16)

so E{tD} is derived.

This finishes the proof of Theorem 1.

We can see from formulas (5.3), (5.11) that the per node throughput capacity can

be calculated based on the transition matrix Q derived in chapter 4.
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5.3 Numerical Results

In this section, we first provide simulation results to validate the efficiency of our

theoretical expression on throughput capacity, and then apply it to investigate how

system parameters will affect the throughput capacity under the considered routing

algorithm.

5.3.1 Validation of Throughput Capacity

We develop a simulator to simulate the packet delivery process of the considered

routing algorithm in the considered MANETs. Here, the parameter in scheduling is

determined as α=min{8, m} with the setting of the guard zone ∆ = 1. In addition

to the i.i.d. mobility model, the random walk model [50] and random waypoint

model [35], are also implemented in the simulator, which are defined as follows:

• Random Walk Model: At the beginning of each time slot, with probability

1/9 each node moves from its current cell to one of its eight neighboring cells

or stays at the current cell.

• Random Waypoint Model: At the beginning of each time slot, each node

first generates a 2-tuple (y1, y2), where the value of each element is uniformly

selected from [1/m, 3/m], and then moves a distance of y1 along the horizontal

direction, and a distance of y2 along the vertical direction.

Based on the simulator, extensive simulations were conducted to verify the theo-

retical expression on throughput capacity under two network scenarios of n = 64, m =

8, x = 3, g = 6, f = 3 and n = 200, m = 16, x = 4, g = 8, f = 4. The simulation

results on throughput under different system loads ρ (ρ = λ/µ(g, x, f)) are summa-

rized in Fig. 5-2, where the throughput is measured as the time average of number

of packets that are successfully delivered from a source node to its destination node.

As shown in Fig. 5-2, each simulation result on throughput is averaged over 109 time

slots for each given system load ρ, and the dots represent the simulated throughput
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and the dashed lines are the corresponding theoretical throughput capacity µ(g, x, f),

calculated by Theorem 1.

Figs. 5-2(a) and 5-2(b) show that for both the two network scenarios here, the

per node throughput first increases linearly with ρ and as ρ further increases to

the value no less than 1 (i.e., the input rate λ increases to the value no less than

the theoretical throughput capacity µ(g, x, f)), the per node throughput will achieve

theoretical throughput capacity µ(g, x, f) of 1.59×10−3 and 6.79×10−4 in Figs. 5-2(a)

and 5-2(b), respectively. This is an expected phenomenon since when ρ < 1, the

queuing system in the network is under-loaded and as ρ approaches 1 and beyond,

the queuing system saturates. This phenomenon indicates clearly that our theoretical

expression can nicely capture the throughput capacity of the considered MANETs,

and the theoretical throughput capacity is also achieved by adopting the routing

algorithm in the networks.

Another observation from Fig. 5-2 is that the throughput under the random walk

or random waypoint model also achieves the throughput capacity developed based

on the i.i.d. mobility model. It suggests that our throughput capacity result can

also be used to estimate the throughput capacity for these mobility models. This

observation agrees with the Corollary 5 of [67], which implies that the throughput

capacity depends only on the steady-state distribution of nodes locations. Since both

of these mobility models lead to a uniform distribution of nodes locations in steady

state, they lead to an identical throughput capacity to that of the i.i.d. mobility

model.

5.3.2 Impact of System Parameters on Throughput Capacity

To explore the impact of system parameters on the throughput capacity, we now

summarize in Fig. 5-3 how the per node throughput capacity µ(g, x, f) varies with

the number of coded packets g and packet redundancy f under the network settings

of n = 150, m = 16, f = 3, x = {2, 4, 6}, and n = 250, m = 16, x = 4, g = {4, 6, 8},
respectively.

We can observe from Fig. 5-3(a) that for a given x, the throughput capacity
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first increases with the number of coded packets g, and there exists some threshold

value of x, at which the throughput capacity achieves maximum and remains almost

unchanged as g further increases. Actually, such behavior can be interpreted as

follows: when g is relatively small, increasing g can increase the number of relay nodes

each carrying a coded packet of a given coding group and thus increases the speed

at which coded packets are delivered to their destination node, and also improves

the throughput capacity performance; when g continues to increase up, all g coded

packets of the group at source node can not be distributed out while the destination

node has received x distinct coded packets of the group, and thus increasing g can

not further improve the throughput capacity performance.

From Fig. 5-3(b) we can see that for each setting of g, the throughput capacity

first increases and then decreases as f increases and there always exists an optimal

f to maximize throughput capacity. This is due to the following reasons: increase

of f has a two-fold effect on the throughput capacity. On the one hand, when f

is small, increasing f can increase the speed at which the destination receives a

coded packet and thus increases throughput capacity; on the other hand, when f

becomes larger, increasing f can decrease the speed at which the source distributes

out copies of a coded packet and thus decreases throughput capacity. We further

compare the throughput capacity performance of the routing algorithm and two-hop

relay routing routing with pure erasure coding [28, 29] (i.e., the special case of the

considered routing algorithm at f = 1) to show the efficiency of the considered routing

algorithm. It is easy to see from Fig. 5-3(b) that in comparison with the pure erasure

coding based routing algorithm, distributing copies of coded packets could improve

the throughput capacity performance.

To examine the impact of g on the maximum throughput capacity, we illustrate

in Fig. 5-4 how the µ∗ = maxf{µ{g, x, f}} and the corresponding optimum setting of

f (as observed in Fig. 5-3(b)) vary with g for a network setting of n = 250, m = 16

and x = {2, 3, 4}. As can be seen from Fig. 5-4(a), for a given x, the maximum

throughput capacity µ∗ increases with g, and at last it is nearly unchanged as g

continues to increase. This is due to the fact that the destination node has received
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x distinct coded packets of the group before the source node finishes distributing

copies of g coded packets, and thus a larger g leads to little throughput capacity gain.

Fig 5-4(b) shows that for each setting of x there, the corresponding optimum setting

of f is a piecewise decreasing function of g.

Finally, we explore in Fig. 5-5 how the throughput capacity varies with the number

of nodes n, given that m = 16, x = 4, g = 9 and f = {3, 5, 7}. We can observe

from Fig. 5-5 that for each setting of f , as n increases, the throughput capacity

first increases and then decreases. This can be explained as follows: on one hand,

when the network is sparse (thus n is relatively small), increasing n will result in

more opportunities for source or relays to execute transmissions and thus increases

throughput capacity; however, on the other hand, a larger n will cause more significant

interferences and medium contentions among nodes and thus results in a decrease

of transmission opportunities for each node, and incurs the decrease of throughput

capacity.
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Figure 5-2: Comparisons between simulation results and theoretical ones for valida-

tion of theoretical throughput capacity.
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Figure 5-3: Throughput capacity µ(g, x, f) versus number of coded packets g and

packet redundancy f .
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Figure 5-5: Throughput capacity µ(g, x, f) versus number of nodes n.

5.4 Summary

In this chapter, we investigated the per node throughput capacity of MANETs under

the considered routing algorithm that combines erasure coding and packet redundancy

techniques. Two absorbing Markov chain models were constructed to depict the

fastest packet distributing/receiving processes at source and destination, respectively.

With the help of the Markov chain models, an analytical expression of throughput

capacity was derived. Extensive simulation illustrates that the analytical expression

can accurately capture the throughput capacity under the routing routing. Numerical

results show that for a given parameter g, we always find an optimal setting of packet

redundancy f to maximize the throughput capacity. This phenomenon demonstrates

that it can improve the throughput capacity by distributing proper copies of coded

packets.
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Chapter 6

Multicast Delivery Delay Study for

MANETs with f-cast Relay

The study of multicast delay performance in MANETs is critical for supporting fu-

ture multicast-intensive applications in such networks. This chapter explores the

exact multicast delay achievable in MANETs under a general multicast two-hop re-

lay routing algorithm with packet redundancy f and multicast fanout z. In such an

algorithm, each packet can be replicated up to f distinct relay nodes and it should

be delivered to its z destination nodes through either its source node or these relay

nodes. This chapter first develops a Markov chain-based theoretical framework to

model the complicated packet delivery process under the multicast routing algorithm

and then determines some basic probabilities related to packet delivery process. With

the help of the theoretical framework and related basic packet delivery probabilities,

the analytical models are further derived for both the mean value and variance of

exact multicast delay.

6.1 System Assumptions and Performance Metric

In this section, we first introduce the traffic pattern, then present the considered

multicast routing algorithm with packet redundancy technique and finally provide

the definition of packet multicast delay involved in our study.
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6.1.1 Traffic Pattern

We consider a multicast traffic pattern similar to that of [40, 68], where all nodes in

the network are divided into different multicast groups, each of which consists of z+1

nodes 1 and in a specific muticast group, each node is a source node that transmits its

packets to other z destination nodes within this multicast group, and is also a relay

node that helps to forward packets from other multicast groups. We called a source

node and its z destination nodes as a multicast session. Therefore, there are z + 1

multicast sessions in a multicast group and n multicast sessions in the network. We

assume that there are no constraints of nodes’ buffer size and packet loss.
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Figure 6-1: Illustration of the multicast routing algorithm.

1The number of nodes in the network is approximately equal to some integer multiple of z + 1.

60



6.1.2 Performance Metric

Multicast Delay: For a packet at a source node, the multicast delay of the packet

is defined as the time duration from the time slot when the source node starts to

transmit the first copy of the packet to the time slot when all the z destination nodes

have received the packet.

6.1.3 Multicast Routing Algorithm

Without loss of generality, we focus on a tagged multicast session of a multicast group

and denote its source node and destination nodes as S and D1, D2,· · · , Dz, respec-

tively. As illustrated in Fig. 6-1, under the considered multicast routing algorithm,

the source node will replicate a packet P to at most f distinct relay nodes (i.e., R1,

R2,· · · , Rf). Each of the destination nodes may receive the packet from either the

source node or one of the relay nodes that carry this packet.

Notice that each node can be a potential relay for the n−(z+1) multicast sessions

of other multicast groups (except the mulitcast group including itself). To support the

operation of the multicast routing algorithm, we assume that each node has n− z+1

individual queues in its buffer: One local-queue to store the locally generated packets

waiting for their copies to be transmitted, one already-transmitted queue to store

the packets whose f copies have already been transmitted to distinct relay nodes but

this node has not confirmed that its z destination nodes have received the packet,

and n − (z + 1) relay-queues to store the packets for the multicast sessions of other

multicast groups (one queue per multicast session).

In each multicast session, each node, e.g., S, labels each packet in its local-queue

with a transmit number and let TN(S) denote the transmit number of the head-of-

line packet. Similarly, each destination node, e.g., Di (1 ≤ i ≤ z), also holds a request

number RN(Di) equal to the transmit number of the packet it is currently requesting,

so that each packet will be received in order at the destination node Di and Di has

already received all packets with transmit numbers less than RN(Di).

When S obtains a transmission opportunity via the transmission scheduling scheme,

61



it will perform the operation of the considered multicast routing algorithm summa-

rized in Algorithm 4.

Algorithm 4 Multicast routing algorithm:

if there exists destination node(s) in the transmission range of S then
2. S conducts source-to-destination transmission (see Procedure 1);

else
4. S randomly selects a node Ri (1 ≤ i ≤ n − (z + 1)) from the nodes in its

transmission range;
S flips a fair coin (i.e., the probability of head or tail is 1/2);

6. if it is the head then
S conducts source-to-relay transmission (see Procedure 2);

8. else
S conducts relay-to-destination transmission (see Procedure 3);

10. end if
end if

Procedure 1 Source-to-destination transmission:
S randomly selects a nodeDi over all possible destination nodes in its transmission
range;

2. S initiates a handshake with Di to obtain the RN(Di);
if TN(S) == RN(Di) then

4. S transmits a copy of the packet with TN(S) to Di from its local-queue;
else if TN(S) > RN(Di) then

6. S transmits a copy of the packet with RN(Di) to Di from its already-
transmitted queue;

else
8. S transmits a copy of the packet with RN(Di) to Di from its local-queue;

end if

Procedure 2 Source-to-relay transmission:

if Ri (as a relay) does not carry a copy of the head-of-line (HOL) packet in the
local-queue of S then

2. S transmits a copy of the HOL packet to Ri;
if f copies of the HOL packet have been transmitted to distinct relay nodes
then

4. S removes the HOL packet from its local-queue and then inserts it into
the end of its already-transmitted queue;

end if
6. else

S remains idle;
8. end if
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Procedure 3 Relay-to-destination transmission:

S initiates a handshake with Ri to obtain the RN(Ri);
2. if there exists a packet with RN(Ri) in its relay-queue then

S transmits a copy of the packet to Ri;
4. else

S remains idle;
6. end if
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Figure 6-2: The transition diagram of a general transient state (i, j).
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6.2 Markov Chain model

For a given packet associated with the tagged multicast session, we use a 2-tuple (i, j)

to denote a general transient state during the packet delivery process, where the i

(0 ≤ i ≤ f) and j (0 ≤ j ≤ z) denote the number of relay nodes that carry a copy

of the packet and the number of destination nodes that have received the packet at

current time slot, respectively.

According to the multicast routing algorithm, as illustrated in Fig. 6-2, when

the considered multicast session is in state (i, j) at the current time slot, one of the

following transition cases will happen:

• SD case: source-to-destination transmission only, i.e., S successfully transmits

the packet to some destination node that does not receive it, while none of relay

nodes transmits the packet to any of destination nodes. Under such a transition

case, the state (i, j) will transit to (i, j + 1).

• SR case: source-to-relay transmission only, i.e., S successfully transmits a copy

to some relay node that does not carry it, while none of relay nodes transmits

the packet to any of destination nodes. The state (i, j) will transit to (i+ 1, j)

under the SR case.

• (RD)k case: k relay-to-destination transmissions only, i.e., k relay-to-destination

transmissions happen simultaneously where each transmission represents that a

relay node successfully transmits the packet to some destination node that does

not receive it, while other transition cases such as SD and SR do not happen.

Under the (RD)k case, the state (i, j) will transit to one element of state set

{(i, j + k): 1 ≤ k ≤ i and j + k ≤ z}.

• SD+(RD)k case: a source-to-destination transmission and k relay-to-destination

transmissions only, i.e., these k+ 1 transmissions happen simultaneously, while

the SR case does not happen. Under this transition case, the state (i, j) will

transit to one element of state set {(i, j+ k+1): 1 ≤ k ≤ i and j+ k+1 ≤ z}.
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Figure 6-3: Absorbing Markov chain for the multicast routing algorithm. For sim-
plicity, the transition back to itself is not shown for each transient state.

• SR + (RD)k case: a source-to-relay transmission and k relay-to-destination

transmissions only, i.e., these k+ 1 transmissions happen simultaneously, while

the SD case does not happen. Under such a transition case, the target state is

one element of state set {(i+ 1, j + k): 1 ≤ k ≤ i and j + k ≤ z}.

If we use (i, z) to denote an absorbing state that each of the z destination nodes

has received the packet when there are i relay nodes carrying a copy of the packet,

then the transition diagram in Fig. 6-2 indicates that we can develop a discrete-time

finite-state absorbing Markov chain illustrated in Fig. 6-3 to model the packet delivery

process. The transitions of SD, SR, (RD)k, SD + (RD)k and SR + (RD)k cases in
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Fig. 6-3 correspond to the transmissions of source-to-destination, source-to-relay, k

relay-to-destination, source-to-destination and k relay-to-destination, and source-to-

relay and k relay-to-destination, respectively.

6.2.1 Basic Results

Based on the Markov chain framework in Fig. 6-3, we have the following results.

Lemma 3. For a time slot and a tagged multicast session with source node S and

z destination nodes, if we denote by p2 the probability that S conducts a source-to-

destination transmission, and denote by p3 the probability that S conducts a source-

to-relay transmission, then we have

p2 =
1

α2

(

z
∑

k=1

(

z

k

)

(

1

m2

)k(

1− 1

m2

)z−k

·
n−z−1
∑

i=0

ϕ(i)

1

k + i+ 1
+

z
∑

k=1

(

z

k

)

(

8

m2

)k(

1− 9

m2

)z−k

·
n−z−1
∑

i=0

ϕ(i)
1

i+ 1

)

, (6.1)

p3 =
1

α2

(

1− 9

m2

)z( n−z−1
∑

i=1

(

n− z − 1

i

)

(

1

m2

)i

(

1− 1

m2

)n−z−1−i

1

i+ 1
+

n−z−1
∑

i=1

(

n− z − 1

i

)

(

8

m2

)i(

1− 9

m2

)n−z−1−i)

, (6.2)

where ϕ(i) =
(

n−z−1
i

)

( 1
m2 )

i(1− 1
m2 )

n−z−1−i.

Lemma 4. For a transient state (i, j) of the Markov chain framework in Fig. 6-3

(0 ≤ i ≤ f , 0 ≤ j ≤ z − 1) and a given packet, we use µ1 to denote the number of

destination nodes that do not receive the packet, use µ2 to denote the number of relay

nodes that carry a copy of the packet, and use µ3 to denote the number of relay nodes
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that do not carry a copy of the packet under the transient state. Then we have

µ1 = z − j, (6.3)

µ2 = i, (6.4)

µ3 = n− z − 1− i. (6.5)

In current time slot, suppose that the Markov chain in Fig. 6-3 is in the transient

state (i, j), then we establish the following Lemmas.

Lemma 5. For the next time slot, we use PSD(µ1) to denote the probability that S

will successfully deliver a copy of the packet to a destination node (i.e., a successful

source-to-destination transmission), use PSR(µ3) to denote the probability that S will

successfully deliver a copy of the packet to a relay node (i.e., a successful relay-to-

destination transmission). Then we have

PSD(µ1) =
µ1

z
p2, (6.6)

PSR(µ3) =
µ3

2(n− z − 1)
p3. (6.7)

Lemma 6. For a tagged multicast session and a given packet, we use PRD(x, µ1, µ2) to

denote the probability that x successful relay-to-destination transmissions will occur

simultaneously in the next time slot, where 1 ≤ x ≤ min{µ1, µ2}. The probability

PRD(x, µ1, µ2) can be determined as

PRD(x, µ1, µ2) =

(

µ2

x

)

(

µ1

x

)

(

z

x

) λ1λ2 · · ·λi · · ·λx, (6.8)

where

λi =















m2−α2(i−1)
2α2m2

li
∑

ki=0

(

li
ki

)

wi
∑

hi=1

(

wi

hi

)

ψ(ki, hi), if 1 ≤ i ≤ x− 1,

m2−α2(i−1)
2α2m2

li
∑

ki=0

(

li
ki

)

wi
∑

hi=1

(

wi

hi

)

ψ(ki, hi)(1− 9x
m2 )

ν , if i = x.

(6.9)
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Here, li = n−2z−x−
i
∑

j=1

kj−1, k0 = 0, wi = z−
i
∑

j=1

hj−1, h0 = 0, ν = n−x−
x
∑

j=1

(kj+hj)

and ψ(ki, hi) =
ki
∑

k=0

(

ki
k

)

hi
∑

h=0

(

hi

h

)

( 1
m2 )

k+h( 8
m2 )

ki+hi−k−h 1
k+h+1

hi

ki+hi
.

Lemma 7. For a tagged multicast session and a given packet, we use PSD,RD (x, µ1, µ2)

to denote the probability that a successful source-to-destination transmission and x

successful relay-to-destination transmissions will occur simultaneously in the next time

slot, where 1 ≤ x ≤ min{µ1 − 1, µ2}. Then we have

PSD,RD(x, µ1, µ2) =

(

µ2

x

)

(

µ1

x+1

)

(

z

x+1

)ρ1ρ2 · · · ρi · · · ρx+1, (6.10)

where

ρi =































m2−α2(i−1)
2α2m2

li−1
∑

ki=0

(

li−1
ki

)

wi
∑

hi=1

(

wi

hi

)

ψ(ki, hi), if 1 ≤ i ≤ x,

m2−α2(i−1)
α2m2

li+z−1
∑

ki=0

(

li+z−1
ki

)

wi−hi−1
∑

hi=1

(

wi−hi−1

hi

)

ψ(ki, hi)

·ki+hi

hi
(1− 9(x+1)

m2 )ν−ki−hi−1, if i = x+ 1.

(6.11)

Here, li, wi z and ψ(ki, hi) are defined after (6.9).

Lemma 8. For a tagged multicast session and a given packet, we use PSR,RD (x, µ1, µ2, µ3)

to denote the probability that a successful source-to-relay transmission and x success-

ful relay-to-destination transmissions will occur simultaneously in the next time slot,

where 1 ≤ x ≤ min{µ1, µ2}. Then we have

PSR,RD(x, µ1, µ2, µ3) =

(

µ2

x

)

µ3

(

µ1

x

)

(

z

x

) θ1θ2 · · · θi · · · θx+1, (6.12)

where

θi =
























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m2−α2(i−1)
2α2m2
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∑
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(
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ki

)

wi
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hi=1

(

wi

hi

)

ψ(ki, hi), if 1 ≤ i ≤ x,

m2−α2(i−1)
2α2m2

li+z−2
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ki=0

(

li+z−2
ki
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ki
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k=0

(

ki
k
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1
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r=0

(

1
r

)

( 1
m2 )

k+r( 8
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· 1
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1
ki+1

(1− 9(x+1)
m2 )ν−ki−2, if i = x+ 1.

(6.13)

Here, li, wi z and ψ(ki, hi) are defined after (6.9).

68



The basic idea of the proof of Lemma 6 is summarized as follows. For x relay

nodes carrying a copy of the packet of the tagged multicast session, we first show how

the probability PRD(x, µ1, µ2) is related to the probability that these x relay nodes

conduct x relay-to-destination transmissions simultaneously. Then the probability is

derived as the product of the probabilities that one of these x relay nodes conducts a

relay-to-destination transmission, which is determined based on the probabilities of

its sub-events. Finally, by summarizing these results, PRD(x, µ1, µ2) can be derived.

The derivations of Lemmas 7 and 8 are similar to that of Lemma 6. The detailed

proofs of these Lemmas can be found in Appendix A.

6.3 Packet Multicast Delay Modeling

In this section, we analyze both expected value and variance of packet multicast delay

under the multicast algorithm.

6.3.1 Expected Packet Multicast Delay

For the Markov chain in Fig. 6-3, we use β to denote the total number of transient

states, which can be determined as β = z(f + 1). These β transient states are

arranged into z rows and indexed as 1, 2, · · · , β in a left-to-right and top-to-down

fashion. Similarly, the f+1 absorbing states are indexed as β+1, β+2, · · · , β+f+1

in a left-to-right fashion.

Let ti denote the time that the Markov chain in Fig. 6-3 takes to arrive at an

absorbing state given that the chain starts from the ith transient state (1 ≤ i ≤ β).

It is notable that the 1st transient state (0, 0) indicates that the source node starts

to transmit the first copy of the packet, and an absorbing state corresponds to that

all the z destination nodes have received the packet. Thus, the expectation E[t1]

just corresponds to the expected packet multicast delay under the multicast routing

algorithm.

To derive E[t1], we first determine the vector t = (E[t1], E[t2], · · · , E[tβ ])T . We

define a matrix P = (qi,j)(β+f+1)×(β+f+1) and its submatrix Q which consists of rows
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1 through β and columns 1 through β of P, where the ij-entry qi,j of P denotes

the transition probability from the ith state to the jth state in Fig. 6-3 (1 ≤ i, j ≤
β + f + 1). Based on the definition of ti, we have

E[ti] =

β+f+1
∑

j=1

qi,j(1 + E[tj ]) = 1 +

β
∑

j=1

qijE[tj ]. (6.14)

Notice that since the jth state is an absorbing state when β + 1 ≤ j ≤ β + f + 1, we

have E[tj ] = 0.

Then, (6.14) can be expressed as

t = b+Q · t (6.15)

where b is the β × 1 column vector with all entries being 1, i.e., b = {1, 1, · · · , 1}T .
Thus, we have

t = (I-Q)−1 · b (6.16)

where I is a β × β identity matrix.

We use N = (Ni,j)β×β to denote the fundamental matrix of the Markov chain in

Fig. 6-3 (1 ≤ i, j ≤ β). According to the Markov chain theory [65], we have

N = (I-Q)−1. (6.17)

By substituting (6.17) into (6.16), we have

t = N · b. (6.18)

From (6.18), the expected packet multicast delay E[t1] is determined as

E[t1] =

β
∑

j=1

N1,j . (6.19)
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6.3.2 Delay Variance

The variance Var[t1] of packet multicast delay is given by

Var[t1] = E[t21]− (E[t1])
2. (6.20)

Since the E[t1] can be determined by (6.19), we only need to derived the E[t21] here.

Based on the definition of ti, we have

E[t2i ] =

β+f+1
∑

j=1

qi,jE[(1 + tj)
2] =

β
∑

j=1

qi,jE[t
2
j ] + 2

β
∑

j=1

qi,jE[tj ] + 1 (6.21)

Since the jth state is an absorbing state when β+1 ≤ j ≤ β+f+1, we have E[tj ] = 0

and E[t2j ] = 0.

Let t∗ = (t21, t
2
2, · · · , t2β)T , then we can rewritten (6.21) as

t∗ = Q · t∗ + 2Q · t+ b. (6.22)

Substituting (6.18) into (6.22), we have

t∗ = N(2Q ·N+ I)b. (6.23)

Then E[t21] can be determined as

E[t21] = e · t∗. (6.24)

where e = (1, 0, · · · , 0).

To calculate the values of both E[t1] and Var[t1], we only need to derive the matrix

Q.
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6.3.3 Derivation of Matrix Q

Recall that the entry qc,d of Q represents the transition probability from the cth

transient state to the dth transient state in the Markov chain of Fig. 6-3 (1 ≤ c, d ≤ β).

Suppose that the cth transient state is the transient state (i, j), where 0 ≤ i ≤ f and

0 ≤ j ≤ z. Based on the Markov chain structure and some related basic results

derived in Subsection 6.2.1, we can calculate non-zero qc,d as follows.

When (i, j) transits to (i+ 1, j),

qc,c+1 = PSR(µ3), if c mod (f + 1) 6= 0 (i.e., i ! = f). (6.25)

When (i, j) transits to (i, j + 1),

qc,c+f+1 =











PSD(µ1), if c− (f + 1)
⌊

c
f+1

⌋

= 1 (i.e., i = 0),

PSD(µ1) + PRD(1, µ1, µ2), otherwise,

(6.26)

where ⌊θ⌋ is the largest integer not greater than θ.

When (i, j) transits to (i, j + k),

qc,c+k(f+1) = PSD,RD(k − 1, µ1, µ2) + PRD(k, µ1, µ2),

if 2 ≤ k ≤ min{µ1, µ2} and c− (f + 1)
⌊ c

f + 1

⌋

6= 1. (6.27)

When (i, j) transits to (i+ 1, j + k),

qc,c+1+k(f+1) = PSR,RD(k, µ1, µ2, µ3), if 1 ≤ k ≤ min{µ1, µ2},

c− (f + 1)
⌊ c

f + 1

⌋

6= 1 and c mod (f + 1) 6= 0. (6.28)
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When (i, j) transits to itself,

qc,c =


























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





































1− PSD(µ1)− PSR(µ3), if c− (f + 1)
⌊

c
f+1

⌋

= 1,

1− PSD(µ1)−
min{µ1,µ2}
∑

k=1

PRD(k, µ1, µ2)

−
min{µ1−1,µ2}

∑

k=1

PSD,RD(k, µ1, µ2), if c mod (f + 1) = 0,

1− PSD(µ1)− PSR(µ3)−
min{µ1,µ2}
∑

k=1

PRD(k, µ1, µ2)

−
min{µ1−1,µ2}

∑

k=1

PSD,RD(k, µ1, µ2)−
min{µ1,µ2}
∑

k=1

PSR,RD(k, µ1, µ2, µ3), otherwise.

(6.29)

6.4 Numerical Results

In this section, we first provide simulation results to validate the accuracy of the

analytical multicast delay models, and then apply the theoretical results to explore

how the system parameters would affect the packet multicast delay performance in

the considered MANETs.

6.4.1 Simulator Setting

A simulator was developed to simulate the packet delivery process under the multicast

routing algorithm and the system models considered in this chapter. In addition to

the i.i.d mobility model, we also implemented the random walk model [50] and random

waypoint model [35].

We denote ȳ as the expected multicast delay obtained from simulation, where is

calculated as the average value of 107 random and independent simulation results.

We denote s as the related sample standard deviation, which is calculated as

s =

√

√

√

√

1

107 − 1

107
∑

i=1

(yi − ȳ)2, (6.30)

where yi is the multicast delay in the ith simulation.
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The simulated relative standard deviation δ is then obtained according to the

following formula:

δ =
s

ȳ
. (6.31)

6.4.2 Model Validation

To validate the accuracy of multicast delay analysis, we conduct simulations for a

network scenario with n = 100, m = 16, f = 4, ∆ = 1 and different values of z

2. The corresponding simulation results and the theoretical ones are summarized in

Fig. 6-4, where each simulation result of relative standard deviation δ is obtained

from (6.31) and each theoretical one of δ is calculated as

δ =

√

V ar[t1]

E[t1]
. (6.32)

Fig. 6-4 indicates clearly that the simulation results under the i.i.d mobility model

agree very well with the theoretical ones, indicating that our theoretical results can

accurately capture the multicast delay performance under the M2HR-(f, z) algorithm.

Notice that these results of z = 1 are the same as those under unicast traffic pattern.

We can also see from Fig. 6-4(a) that as the number of destination nodes z increases,

the multicast delay E[t1] will increase. This is because for the network scenario there,

the time that all z destination nodes take to receive an identical packet, will increase

with z, so the multicast delay of the packet will increase. On the other hand, we can

see that the increase of z leads to the decrease of the corresponding relative standard

deviation δ in Fig. 6-4(b).

It is notable that in Figs. 6-4(a) and 6-4(b), the simulation results under the

random walk model show very similar multicast delay behaviors with the theoretical

results under the i.i.d. mobility model. While those under the random waypoint

model are slightly different from those under the i.i.d. mobility model, but they well

2Since ∆ is set as 1, the transmission-group parameter α is determined as α = min{8,m} ac-
cording to the following formula defined in (3.3): α = min{⌈(1 + ∆)

√
8⌉+ 2,m}.
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approximate the general trends of E[t1] and δ.

6.4.3 Performance Analysis

Based on our theoretical results, we first explore the impact of f on the performance

(E[t1], δ). For the network scenarios of n = {50, 300, 600} and setting of m = 16,

z = 4 and ∆ = 1, we summarize in Fig. 6-5 how E[t1] and δ vary with f . It can be

observed from Fig. 6-5 that as f increases, both E[t1] and δ monotonously decrease.

This is mainly due to that the number of relay nodes that carry a copy of an identical

packet increases with f , which leads to more opportunities that the destination nodes

receive the packet from the relay nodes, and thus a lower multicast delay. The result

in Fig. 6-5 indicates that the packet redundancy technique could efficiently support

these important applications with stringent multicast delay/variance requirements in

future MANETs, such as military communication, emergency disaster relief, real-time

monitoring and video streaming.

To understand the impact of n on the performance (E[t1], δ), we summarize in

Fig. 6-6 how E[t1] and δ vary with network setting of m = {16, 24, 32}, f = 5, z = 4

and ∆ = 1. We can see from Fig. 6-6 that as n increases, both E[t1] and δ first

decrease and then increase, and there exists an optimal value of n to achieve the

minimum E[t1] or δ. This is because the effects of n on the performance are two

folds. On one hand, when the network is sparse, a bigger n will result in a higher

packet delivery speed at which a packet is distributed, and thus a lower multicast

delay. On the other hand, when the network becomes relatively crowded, a bigger

n will result in a lower packet delivery speed due to the negative effects of wireless

interference and medium access contention issues, and thus a higher multicast delay.

Another observation from Fig. 6-6 is for each fixed setting of n, a larger value of m

leads to a higher E[t1]. This observation can be explained as follows. Recall that in

our study, the considered network area is evenly divided into m × m cells of equal

size. Under the same setting of n, a larger value of m leads to a lower node density

(i.e., n/m2) and thus a more sparse network. Since the packet delivery speed becomes

lower in a more sparse network, the multicast delay becomes higher for a larger m.
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The results in Fig. 6-7 summarize how E[t1] and δ vary with ∆. We can see from

Fig. 6-7(a) that for each setting of z there, E[t1] is a piecewise function of ∆, and

as ∆ increases, E[t1] monotonically increases and there exists a threshold value of

∆, beyond which E[t1] will converge to a constant value. This can be explained as

follows. When ∆ is relatively small, we can see from the formula (3.3) that increasing

∆ will increase the number of transmission-groups (i.e., α2) and will also decrease the

number of cells (i.e., m2/α2) in each transmission-group. This will lead to a decrease

in the transmission opportunity of each node and thus a higher multicast delay. A

careful observation from the formula (3.3) that both the numbers of transmission-

groups and cells in each transmission-group remain unchanged for a small range of

∆, which will lead to a constant value of E[t1] in the small range of ∆. Thus, E[t1] is a

piecewise function of ∆. When ∆ further increases such that α2 = m2, the number of

cells in each transmission-group achieves a minimal value 1 and remains unchanged,

thus E[t1] converges to a maximal constant value. Interestingly, Fig. 6-7(b) illustrates

that for each setting of z, δ remains unchanged as ∆ increases.
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Figure 6-7: Multicast delay vs. guard factor ∆
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6.5 Summary

In this chapter, we derived the analytical models for both the mean and variance of

the exact multicast delay in a general MANET where the interference and medium

access control are taken into account. Extensive simulations show that our theoreti-

cal framework can efficiently capture the packet delivery process and thus accurately

predicts the packet multicast delay/variance performance. Our results indicate that

packet redundancy technique can remarkably decrease packet multicast delay and

variance, which provides an efficient support for these critical applications with strin-

gent multicast delay/variance requirements in future MANETs. It is expected that

our study will help network designers to determine a suitable network size, so as to

minimize the packet multicast delay and variance while simultaneously meet a given

multicast delay/variance performance requirement.
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Chapter 7

Conclusion

This chapter summarizes our contributions and points out future research directions.

7.1 Summary of the Thesis

This work focuses on the performance studies of an important class of MANETs with

erasure coding and packet redundancy. The main contributions are summarized as

follows.

• By combining erasure coding and packet redundancy techniques, we first in-

troduced a general two-hop relay routing algorithm for the study of packet

delivery delay performance in MANETs under unicast traffic pattern. We then

developed a Markov chain-based theoretical framework to model packet delivery

process under the routing algorithm. With the help of the theoretical frame-

work, we further derived the analytical expressions for the mean and variance

of packet delivery delay. Based on the packet delivery delay models, we finally

demonstrated that a flexible trade-off between expected delivery delay and de-

lay variance can be obtained through a proper setting of coding group size x,

replication factor τ and packet redundancy f . It is expected that our delay

performance study can facilitate various applications with different delay/delay

variance requirements in future MANETs.
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• We next investigated the throughput capacity of MANETs under the above

routing algorithm with unicast traffic pattern. We developed two absorbing

Markov chain models to depict the fastest packet distributing/receiving pro-

cesses at source and destination, respectively. Based on these two Markov

chain models, we further derived an analytical expression for throughput ca-

pacity. Theoretical results of throughput capacity showed that for each fixed

setting of coded packet group size g, we always find an optimal setting of packet

redundancy f to maximize the throughput capacity. This phenomenon demon-

strates that the throughput capacity performance can be increased by distribut-

ing proper copies of coded packets.

• We finally studied packet delivery delay performance in MANETs under a two-

hop relay routing algorithm with multicast traffic pattern. We developed a

Markov chain-based theoretical framework to model packet delivery process

under the routing algorithm, based on which we then derived the analytical ex-

pressions for both the mean and variance of multicast delay in MANETs where

the interference and medium access control are taken into account. Theoreti-

cal results indicated that packet redundancy technique can remarkably decrease

packet multicast delay and delay variance. It is expected that our study can pro-

vide an efficient support for these critical applications with stringent multicast

delay/variance requirements in future MANETs.

7.2 Future Work

We summarize the future interesting directions as follows.

• In this thesis, we consider a simple scenario, where each relay node randomly

selects a node as its receiver from its neighbor nodes, which may cause a waste

of the transmission opportunity if the relay node does not carry coded packet

for the receiver. Therefore, one interesting future direction is to further explore

the performance of MANETs under a more flexible scenario, where each relay
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node can select its receiver from the neighbor nodes for which it carries coded

packets.

• We developed Markov chain-based theoretical frameworks to explore packet

delivery performance in cell-partitioned MANETs, and it will be interesting di-

rection to study how to evaluate the performance under our theoretical frame-

works in other network scenarios, such as delay tolerant networks (DTNs) [28]

and ALOHA networks [69].

• It is notable that our studies in this thesis focused on two-hop relay mobile ad

hoc networks. Another interesting direction is to further extend the developed

theoretical models to analyze packet delivery performance in multi-hop relay

mobile ad hoc networks. It is also interesting to explore the packet delivery

performance with constraints of nodes buffer size and packet loss in our future

research.
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Appendix A

Proofs of the Lemmas 3-8

Proof of Lemma 3: We first derive p2. For the tagged multicast session with source

node S and z destination nodes, at a time slot, S can conduct a source-to-destination

transmission iff the following four events occur: 1) S is in an active cell; 2) There are

k (k ≥ 1) destination nodes in the same active cell as S or in its eight neighbor cells;

3) There are i (0 ≤ i ≤ n − z − 1) other nodes in the active cell (except S and its z

destination nodes); 4) S is selected as a transmitter.

We use E1, E2, E3 and E4 to denote these four events, respectively. Note that

E2 consists of two mutually exclusive sub-events denoted by E2′ and E2′′ , where E2′

represents that these k destination nodes are in the same active cell as S and E2′′

represents that they are in the eight neighbor cells of the active cell. For the former

sub-event, the probability that S is selected as a transmitter is 1
k+i+1

, then the joint

probability P (E1, E2′, E3, E4) can be determined as

P (E1, E2′, E3, E4) = P (E1)P (E2′ | E1)P (E3 | E1, E2′)P (E4 | E1, E2′ , E3)

=
m2

α2

m2

z
∑

k=1

(

z

k

)

(

1

m2

)k(

1− 1

m2

)z−k

·
n−z−1
∑

i=0

ϕ(i)
1

k + i+ 1
(A.1)

where ϕ(i) =
(

n−z−1
i

)

( 1
m2 )

i(1 − 1
m2 )

n−z−1−i. For the latter sub-event, the probability

that S is selected as a transmitter is 1
i+1

, then the joint probability P (E1, E2′′ , E3, E4)
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can be determined as

P (E1, E2′′ , E3, E4) = P (E1)P (E2′′ | E1)P (E3 | E1, E2′′)P (E4 | E1, E2′′ , E3)

=
m2

α2

m2

z
∑

k=1

(

z

k

)

(

8

m2

)k(

1− 9

m2

)z−k

·
n−z−1
∑

i=0

ϕ(i)
1

i+ 1
(A.2)

where ϕ(i) is the same as that of (A.1). Then p2 follows by summing over these two

probabilities of (A.1) and (A.2).

We proceed to derive p3. S can conduct a source-to-relay transmission at a time

slot iff the following four events occur: 1) S is in an active cell; 2) None of the z

destination nodes is in the same active cell as S or its eight neighbor cell; 3) There

are i (1 ≤ i ≤ n − z − 1) other nodes in the active cell or in its eight neighbor cell

(except S); 4) S is selected as a transmitter. We note that the 3rd event consists of

two mutually exclusive sub-events: these i other nodes are either in the active cell or

in its eight neighbor cells. For the former one, the probability that S is selected as

a transmitter is 1
i+1

. For the latter one, the probability is 1. By summing over the

joint probability of these events under the former one and that under the latter one,

p3 then follows.

Proof of Lemma 4: Under the transient state (i, j) in the Markov chain of

Fig. 6-3, we can see that the number of destination nodes that have received the

packet is j, and a multicast session has z destination nodes, thus (6.3) follows. Since

all the i relay nodes carry a copy of the packet under the transient state, (6.4) follows.

For each multicast session, all the n− z− 1 relay nodes help to forward copies of the

packet to destination nodes. Since µ2 + µ3 = n− z − 1, (6.5) then follows.

Proof of Lemma 5: Given µ1 destination nodes that have not received the

packet in current time slot, the source node S may deliver a copy of the packet to

one of the µ1 destination nodes in the next time slot. Note that these µ1 events are

mutually exclusive. The probability that S will deliver a copy to a single destination
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node is p2
z
. By summing over the probabilities of these µ1 events, we have

PSD(µ1) =
µ1

z
p2. (A.3)

We now derive PSR(µ3). Similarly, given µ3 relay nodes that do not carry a copy

of the packet in current time slot, S may deliver a copy of the packet to one of µ3 relay

nodes in the next time slot. Note that these µ3 events are mutually exclusive. The

probability that S will deliver a copy to a single relay node is p3
2(n−z−1)

. By summing

over the probabilities of these µ3 events, we have

PSR(µ3) =
µ3

2(n− z − 1)
p3. (A.4)

Proof of Lemma 6: To derive PRD(x, µ1, µ2), we first consider x relay nodes car-

rying a copy of the packet of the tagged multicast session, and use P (F1, F2, · · · , Fx)

to denote the probability that x relay-to-destination transmissions will be performed

simultaneously from these x relay nodes to any x destination nodes of the tagged

multicast session in the next time slot, where Fi (1 ≤ i ≤ x) denotes the ith relay-to-

destination transmission. Since the number of x-combinations of the µ2 relay nodes

carrying a copy of the packet is
(

µ2

x

)

, these relay nodes in each x-combination may

conduct x successful relay-to-destination transmissions simultaneously. Under suc-

cessful relay-to-destination transmissions, these relay nodes in each x-combination

successfully deliver copies of the packet to distinct destination nodes (one copy per

destination node). Notice that these
(

µ2

x

)

events are mutually exclusive. Given that

there are µ1 destination nodes that do not receive the packet, the probability of such

an event is
(µ1x )
(zx)

P (F1, F2, · · · , Fx). By summing over the probabilities of these
(

µ2

x

)

events, we then have

PRD(x, µ1, µ2) =

(

µ2

x

)

(

µ1

x

)

(

z

x

) P (F1, F2, · · · , Fx). (A.5)
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To derive P (F1, F2, · · · , Fx), we apply the multiplication rule to obtain that

P (F1, F2, · · · , Fx) = P (F ∗
1 )P (F

∗
2 ) · · ·P (F ∗

i ) · · ·P (F ∗
x ) (A.6)

where F ∗
1 denotes F1 and F ∗

i denotes Fi|F1F2 · · ·Fi−1 (2 ≤ i ≤ x).

Now we need to determine those probabilities in (A.6). First, we derive F ∗
i when

1 ≤ i ≤ x − 1. For the event F ∗
i that represents a transmission from a given relay

node (e.g.,Ri) to any destination node, it will occur in the next time slot iff the

following five sub-events occur: 1) Ri is in an active cell; 2) There are ki (0 ≤ ki ≤
n− 2z − x−

i
∑

j=1

kj−1) other nodes in the same cell as Ri and its eight neighbor cells

(except the z destination nodes of the source node S, the considered x relay nodes,

the z destination nodes of Ri serving as a source node for another multicast session)

and those
i
∑

j=1

kj−1 other nodes residing in the same cells as the considered x relay

nodes and their neighbor cells), and among these ki other nodes, k nodes are in the

same cell as Ri and the other ki − k nodes are in the eight neighbor cells; 3) There

are hi (1 ≤ hi ≤ z −
i
∑

j=1

hj−1) destination nodes in the same cell as Ri and its eight

neighbor cells, and among them, h nodes are in the same cell and the other hi − h

nodes are in the eight neighbor cells; 4) Ri and one destination node are selected as a

transmitter and a receiver; 5) Ri selects to conduct relay-to-destination transmission.

The probabilities of these sub-events can be determined as m2−α2(i−1)
α2m2 ,

li
∑

ki=0

(

li
ki

)

ki
∑

k=0

(

ki
k

)

( 1
m2 )

k( 8
m2 )

ki−k,
wi
∑

hi=1

(

wi

hi

)

hi
∑

h=0

(

hi

h

)

( 1
m2 )

h( 8
m2 )

hi−h, 1
k+h+1

hi

ki+hi
, and 1

2
, respectively. Here,

li = n−2z−x−
i
∑

j=1

kj−1 and wi = z−
i
∑

j=1

hj−1. Multiplying the probabilities of these

sub-events, we can get the probabilities of the event F ∗
i (1 ≤ i ≤ x− 1).

We proceed to derive P (F ∗
x ). For the event F ∗

x , it can be divided into six sub-

events consisting of above five sub-events and a new sub-event. The new sub-event is

that all remaining nodes are in the other m2 − 9x cells except those cells where the

considered x relay nodes reside and their neighbor cells. The probability of the new

sub-event is (m
2−9x
m2 )z, where z = n− x −

x
∑

j=1

(kj + hj). Multiplying the probabilities

of these six sub-events, we then get the probabilities of the event F ∗
x .
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By multiplying the probabilities of these events {F ∗
1 , F

∗
2 , · · · , F ∗

x}, (A.6) then fol-

lows. (6.8) follows by substituting (A.6) into (A.5).

Proof of Lemma 7:

To derive PSD,RD(x, µ1, µ2), we first consider the source node S and x relay nodes

carrying a copy of the packet of the tagged multicast session, and use P (A, F1, F2, · · · , Fx)

to denote the probability that a source-to-destination transmission from S to any

destination node and x relay-to-destination transmissions from the considered x re-

lay nodes to any x destination nodes will be performed simultaneously in the next

time slot, where A and Fi (1 ≤ i ≤ x) denote the source-to-destination transmission

and the ith relay-to-destination transmission, respectively. Since the number of x-

combinations of the µ2 relay nodes carrying a copy of the packet is
(

µ2

x

)

, these relay

nodes in each x-combination may conduct x successful relay-to-destination transmis-

sions simultaneously. Under a successful source-to-destination transmission and x

successful relay-to-destination transmissions, S successfully delivers the packet to a

destination node and these relay nodes in each x-combination successfully deliver

copies of the packet to distinct destination nodes (one copy per destination node).

Notice that these
(

µ2

x

)

events are mutually exclusive. Given that there are µ1 des-

tination nodes that do not receive the packet, the probability of such an event is

( µ1
x+1)
( z
x+1)

P (A, F1, F2, · · · , Fx). By summing over the probabilities of these
(

µ2

x

)

events, we

then have

PSD,RD(x, µ1, µ2) =

(

µ2

x

)

(

µ1

x+1

)

(

z

x+1

)P (A, F1, F2, · · · , Fx). (A.7)

To derive P (A, F1, F2, · · · , Fx), we use the multiplication rule to obtain that

P (A, F1, F2, · · · , Fx) = P (F1)P (F2|F1) · · ·P (Fx|F1F2 · · ·Fx−1)P (A|F1F2 · · ·Fx).

(A.8)

Now we need to determine those probabilities in (A.8). Similar to the derivation

process of P (F1, F2, · · · , Fx) in (A.6), we can get the probabilities of these events

{F1, F2, · · · , Fx}. We proceed to derive P (A|F1F2 · · ·Fx). For the event A given
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F1F2 · · ·Fx, it can be divided into five sub-events: 1) S is in an active cell; 2) There

are kx+1 (0 ≤ kx+1 ≤ n− z − x−
x+1
∑

j=1

kj−1 − 1) other nodes in the same cell as S and

its eight neighbor cells (except S, the z destination nodes of S, the considered x relay

nodes and those
x+1
∑

j=1

kj−1 other nodes residing in the same cells as the considered x

relay nodes and their neighbor cells), and among these kx+1 other nodes, k nodes are

in the same cell as S and the other kx+1 − k nodes are in the eight neighbor cells; 3)

There are hx+1 (1 ≤ hx+1 ≤ wx − hx) destination nodes in the same cell as S and its

eight neighbor cells, and among them, h nodes are in the same cell; 4) S is selected

as a transmitter; 5) All remaining nodes are in the other m2 − 9(x+ 1) cells except

those cells where the considered x relay nodes and S reside and their neighbor cells.

The probabilities of these sub-events can be determined as m2−α2(i−1)
α2m2 ,

lx+z−kx−1
∑

kx+1=0

(

lx+z−kx−1
kx+1

)

kx+1
∑

k=0

(

kx+1

k

)

( 1
m2 )

k( 8
m2 )

kx+1−k,
wx−hx
∑

hx+1=1

(

wx−hx

hx+1

)

hx+1
∑

h=0

(

hx+1

h

)

( 1
m2 )

h ·( 8
m2 )

hx+1−h, 1
k+h+1

and (m
2−9(x+1)

m2 )ν−kx+1−hx+1−1, respectively. Multiplying the probabilities of these sub-

events, we can get the probabilities of the event A given F1F2 · · ·Fx.

By multiplying the probabilities of these events {F1, F2|F1, . . . , A|F1F2 · · · Fx},
(A.8) then follows. (6.10) follows by substituting (A.8) into (A.7).

Proof of Lemma 8: To derive PSR,RD(x, µ1, µ2, µ3), we first consider the source

node S, x relay nodes carrying a copy of the packet of the tagged multicast session

and a relay node (e.g., R) that does not carry its copy, and use P (B,F1, F2, · · · , Fx) to

denote the probability that a source-to-relay transmission from S to R and relay-to-

destination transmissions from the considered x relay nodes to any x destination nodes

will be performed simultaneously in the next time slot, where B and Fi (1 ≤ i ≤ x)

denote the source-to-relay transmission and the ith relay-to-destination transmission,

respectively. Since the number of x-combinations of the u2 relay nodes carrying a

copy of the packet is
(

µ2

x

)

, these relay nodes in each x-combination may conduct x

successful relay-to-destination transmissions simultaneously. Similarly, S may con-

duct a successful source-to-relay transmission from it to one of u3 relay nodes that
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do not carry a copy of the packet. Thus, PSR,RD(x, µ1, µ2, µ3) can be determined as

PSR,RD(x, µ1, µ2, µ3) =

(

µ2

x

)

u3
(

µ1

x

)

(

z

x

) P (B,F1, F2, · · · , Fx). (A.9)

To derive P (B,F1, F2, · · · , Fx), we use the multiplication rule to obtain that

P (B,F1, F2, · · · , Fx) = P (F1)P (F2|F1) · · ·P (Fx|F1F2 · · ·Fx−1)P (B|F1F2 · · ·Fx).

(A.10)

Now we need to determine those probabilities in (A.10). Similar to the derivation

process of P (F1, F2, · · · , Fx) in (A.6), we can get the probabilities of these events

{F1, F2, · · · , Fx}. We proceed to derive P (B|F1F2 · · ·Fx). For the event B given

F1F2 · · ·Fx, it can be divided into five sub-events: 1)S is in an active cell; 2) There

are kx+1 (0 ≤ kx+1 ≤ n−z−x−
x+1
∑

j=1

kj−1−2) other nodes in the same cell as S and its

eight neighbor cells (except S, the z destination nodes of S, R, the considered x relay

nodes and those
x+1
∑

j=1

kj−1 other nodes residing in the same cells as the considered x

relay nodes and their neighbor cells), and among these kx+1 other nodes, k nodes are

in the same cell as S and the other kx+1−k nodes are in the eight neighbor cells; 3)R

is either in the same cell as S or in the eight neighbor cells; 4) S and R are selected

as a transmitter and a receiver; 5) All remaining nodes are in the other m2−9(x+1)

cells except those cells where the considered x relay nodes and S reside and their

neighbor cells.

The probabilities of these sub-events can be determined as m2−α2x
α2m2 ,

lx+z−kx−2
∑

kx+1=0

(

lx+z−kx−2
kx+1

)

kx+1
∑

k=0

(

kx+1

k

)

( 1
m2 )

k( 8
m2 )

kx+1−k,
1
∑

r=0

(

1
r

)

( 1
m2 )

r( 8
m2 )

1−r, 1
k+r+1

· 1
kx+1+1

, and

(m
2−9(x+1)

m2 )ν−kx+1−2, respectively. Multiplying the probabilities of these sub-events,

we can get the probabilities of the event B given F1F2 · · ·Fx.

By multiplying the probabilities of these events {F1, F2|F1, . . . , B|F1F2 · · · Fx},
(A.10) then follows. (6.12) follows by substituting (A.10) into (A.9).
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